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Abstract

In 1988 Aharonov, Albert, and Vaidman introduced the weak value concept,
which allows to characterize the weak interaction of pre- and postselected
quantum systems with external systems, also called pointers according to
the von Neumann measurement model. In this thesis it is shown theoreti-
cally and in an interferometer experiment that the concept provides a simple
and yet universal description for the modification of effects observable after
various interactions of the system with the corresponding pointer systems,
namely that the shifts in the expectation values of the different pointer ob-
servables are all changed in the same manner described by the weak value.
This universality property of the weak value is demonstrated by considering
a photon in an interferometer with weak local interactions between the path
degree of freedom, which is the system, and other degrees of freedom, such as
position, momentum, and polarization of the photon, which are the pointer
systems. Furthermore, interpreting the misalignment of an interferometer
as interaction in position and momentum inspired an easily accessible and
efficient alignment technique, which is based on the evaluation of the in-
terference pattern. We exploit the fact that its phase dependent centroid
position is modified according to the also phase dependent weak value.
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Chapter 1

Introduction

Quantum mechanics is a fundamental theory in physics, which enabled to ex-
plain phenomena on smallest scales of the physical world, for which classical
physics failed. Although it proved to be a very powerful theory, several prob-
lems with respect to its physical interpretation remain, especially concerning
the postulated collapse of the wavefunction [Schlosshauer05, Schlosshauer13].

Almost 30 years ago, Aharanov, Albert, and Vaidman proposed a par-
ticular approach, namely the weak value concept, which avoids the conse-
quences of the full collapse in the description of a measurement by con-
sidering only a weak measurement in a pre- and postselected system. It
is based on the time-symmetric theory of quantum mechanics, which was
presented about 20 years earlier by Aharanov, Bergmann, and Lebowitz
[Aharonov64]. Since its debut, the physical meaning and significance of
the weak value was discussed controversially [Duck89, Leggett89, Peres89]
and there is still an ongoing debate [Aharonov02, Sokolovski13, Svensson13,
Svensson14, Sokolovski16]. Over the years the focus changed from the weak
value as a merely theoretical construct, utilized for arguments in the debate
of paradoxes, to an experimental tool [Dressel14], as underlined by the ongo-
ing emergence of publications [Mart́ınez-Rincón17, Qiu17, Chen18, Singh18].
Especially the technique of the weak value amplification became successful as
it allowed to observe weak effects as the Spin Hall effect of light [Hosten08].
Although many of the recent publications are about the experimental real-
ization of weak value amplification, there are still papers emerging concern-
ing fundamentals of the weak value, e.g., [Vaidman17]. The investigation
of the properties of weak values and their applications is in the very same
direction of research and is presented of almost the same group of authors
in [Dziewior18] and in this thesis. The main work of the thesis was the ex-
perimental support for the demonstration of the theoretical concept, which
was introduced and developed primarily in [Dziewior18].

While, usually, the weak value concept is considered only for a single
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weak measurement, in this thesis the concept is extended to several interac-
tions with various pointers and moreover considered for interactions of finite
strength. By doing so, a modified weak value formula and a new property of
the weak value is found, namely the universality property of the weak value.
This property manifests as a universal modification of the shift in the expec-
tation values of the various pointer systems, which was directly observed in
a Mach-Zehnder interferometer. Furthermore, an alignment technique for
interferometers is presented, which is based on considering the misalignment
as an interaction of position and momentum, and which has been motivated
by the newly introduced universality property.
The thesis is structured in the following way: In chapter 2 some fundamental
concepts are described, which are important for the theoretical understand-
ing of the thesis. The experimental framework is shown and explained in
chapter 3. On this theoretical and experimental basis the weak value is
investigated theoretically and experimentally and its universality property
is derived in chapter 4. In chapter 5 the alignment technique is presented.
After a summary and an outlook of this work, additional information about
the setup and relevant mathematical calculations are given in the appendix.



Chapter 2

Fundamental principles

2.1 Quantum measurements

Quantum measurements are a subtle and important issue in quantum me-
chanics. One special property of quantum mechanics is the non-classical be-
havior of the measurement process. Contrary to classical mechanics, where
measurements solely read off values, which exists independently of the mea-
surement, in quantum mechanics a backaction from the measurement process
is observable. Moreover, there is still no consensus about the interpretation
of measurements in quantum mechanics. Therefore it is even more neces-
sary to give a mathematical description of the measurement process, which
is done in the following sections.

2.1.1 Projective measurements

In quantum mechanics a physical property is described by a Hermitian op-
erator Â. According to the spectral theorem for discrete, degenerate eigen-
values it can be expressed by

Â =
∑
j

ajP̂j , (2.1)

with P̂j as the projector onto the subspace of eigenstates with the corre-
sponding eigenvalue aj . In his book Principles of Quantum Mechanics
Dirac wrote about measurements [Dirac58]:

A measurement always causes the system to jump into an eigenstate of the
dynamical variable that is being measured, the eigenvalue of this eigenstate

belongs to being equal to the result of the measurement.

A mathematical formulation of this statement is the following. Let the
system be in the initial state ρ and further assume that its free Hamiltonian
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is negligible. Then after the measurement of the dynamical variable Â, the
probability for a particular eigenvalue aj is given by

Prob (aj) = Tr
(
ρ P̂j

)
. (2.2)

The state of the system will afterwards be

ρj =
P̂j ρ P̂j

Tr
(
ρ P̂j

) . (2.3)

This projection onto a subspace of the eigenstates is known as the wave-
function collapse or projection postulate.

2.1.2 Generalization of the projection postulate

The projection postulate can be generalized in terms of measurement oper-
ators M̂m, where m refers to the different outcomes of the measurement.
Notice that these are not necessarily eigenvalues of a Hermitian operator.
The corresponding post measurement state is given by

ρm =
M̂m ρ M̂†

m

Tr
(
ρ M̂†

mM̂m

) , (2.4)

where the denominator is the probability for the measurement outcome m.
A new operator can be now defined by means of M̂m

Êm = M̂†
mM̂m (2.5)

which is called probability operator or effect operator. Êm is Hermitian and
has non-negative eigenvalues. The set of all effects satisfies∑

m

Êm = 1S , (2.6)

where 1S is the identity operator of the system. This completeness condi-
tion can be derived from the probability relation

∑
m Prob(m) = 1 and the

calculation of the probability

Prob(m) = Tr
(
ρ Êm

)
. (2.7)

The set of effects Êm is called the Positive-Operator Valued Measure (POVM ).
This mathematical tool is in particular useful if the system after the mea-
surement is of little interest and the main focus lies on the probability of
a measurement. It allows to account for more complicated measurement
operations than simply the projection into eigenspaces of an observable.
Furthermore this general formalism can be also applied to weak measure-
ments.
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2.1.3 Von Neumann measurement model

According to [Wiseman09] the above descriptions (sec. 2.1.1 and 2.1.2) of
measurements are inadequate. As the system is not directly accessible, its
effects on the environment, hence the interaction with the measurement
apparatus are detected. Von Neumann developed a dynamical description
of quantum measurements, which includes the measurement apparatus as
a second quantum system, namely the pointer [Wiseman09], as depicted in
fig. 2.1. With |ΨI〉 as the initial state of the system and |ΦI〉 as initial state

System

Pointer

Interaction

Pointer
Measurement

Figure 2.1: Von Neumann measurement model: The uncorrelated sys-
tem |ΨI〉 and pointer |ΦI〉 couple during the measurement according to
γÂ⊗ B̂ and become correlated in the final state |Λ〉. Afterwards a projec-
tive measurement on the pointer is performed to obtain information about
the system.

of the pointer we obtain for the composite initial state

|I〉 = |ΨI〉 ⊗ |ΦI〉 (2.8)

= |ΨI〉|ΦI〉, (2.9)

which is separable. For the further work, the shorthand notation of eq. (2.9)
instead of eq. (2.8) for tensor products of states is used. For measuring Â,
the system and the pointer couple according to the Hamiltonian

Ĥ = γÂ⊗ B̂, (2.10)

where γ is the instantaneous coupling rate, which is nonzero only during the
coupling time, and B̂ denotes the operator acting on the pointer, also called
indicator [Kofman12]. After the coupling the system and the pointer are in
general entangled in the final state |Λ〉

|Λ〉 = Û|I〉 = Û|ΨI〉|ΦI〉, (2.11)

with

Û = exp
(
−iΓÂ⊗ B̂

)
(2.12)

as the unitary evolution operator and Γ = γτ as the coupling strength,
where τ is the coupling time. Here and in the rest of the thesis we set ~ = 1.
A final measurement of the pointer yields information about the system.
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Calculation of pointer expectation value
To calculate the pointer deviation after the measurement let us first calculate
the final state. By assuming a discrete, degenerate observable Â (eq. (2.1))
we can write the initial system state as |ΨI〉 =

∑
n cn|an〉. Inserting this in

equation (2.11) with P̂j = |aj〉〈aj | we get for the final state

|Λ〉 = e−iΓ
∑
j ajP̂j⊗B̂

∑
n

cn|an〉|ΦI〉 (2.13)

=
∑
j

cj |aj〉 e−iΓajB̂|ΦI〉. (2.14)

As the system is not considered in the following, we take the partial trace
over it and get the reduced density matrix for our pointer

ρΦ = TrΨ (|Λ〉〈Λ|) (2.15)

=
∑
j

|cj |2 e−iΓajB̂|ΦI〉〈ΦI |eiΓajB̂. (2.16)

The expectation value of any observable Ĉ of the pointer can simply be
calculated by

〈Ĉ〉 = Tr
(
ρΦĈ

)
. (2.17)

For experiments presented later we look on the indicator B̂ and its canoni-
cally conjugate Ĉ. In the case of a continuous spatial pointer we have B̂ = p̂
and Ĉ = x̂. Then we obtain for the expectation value

〈x̂〉 = Tr

∑
j

|aj |2 e−iΓaj p̂|ΦI〉〈ΦI |eiΓaj p̂ x̂

 (2.18)

=
∑
j

|cj |2
(

Tr
(
|ΦI〉〈ΦI |eiΓaj k̂e−iΓaj p̂ x̂

)
+ Tr

(
|ΦI〉〈ΦI |eiΓaj p̂i(−iΓaj)e−iΓaj p̂

))
(2.19)

=
∑
j

|cj |2(〈x̂〉I + Γaj) (2.20)

= 〈x̂〉I + Γ〈Â〉. (2.21)

From line (2.18) to (2.19) we used the commutation relation

[x̂i, G(p̂)] = i ∂G(p̂)/∂p̂i. (2.22)

Considering eq. (2.20) the final pointer state can be written for non-degenerate
eigenvalues as a shifted wavefunction 〈x|ΦF 〉 = ΦI(x − Γaj). The coupling
is sufficiently strong if

|Γ|(δa)� ∆x (2.23)
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holds, with δa as the minimal distance between the different eigenvalues
and ∆x as the uncertainty of x of the initial pointer state. In this case,
the components of the pointer wavefunction for different eigenvalues do not
overlap and we have a projective measurement of Â. If this condition is not
satisfied, i.e., a not strong the coupling Γ, we call it a non-ideal measurement.
Furthermore, if the system state remains nearly unchanged, it is called a
weak measurement. Note that the pointer change (eq. (2.21)) in this case is
smaller than the pointer uncertainty.

2.2 Two-state vector formalism

In classical physics the properties of an isolated system can be determined
for all past and future times if its state and Hamiltonian are known for
one moment in time. This determinism is in contrast to standard quantum
mechanics, where the evolution is non-deterministic due to measurements.
Because of a fundamental complementarity in quantum mechanics only a
fraction of observables can be measured with arbitrarily high precision at
the same time at on a single system. This probabilistic behavior makes
the standard quantum theory time-asymmetric. Indeed there are few sym-
metrized approaches, e.g. [Aharonov64, Griffiths84, Oreshkov15]. The first
one was provided by Aharonov, Bergmann and Lebowitz (ABL) already in
the early 70’s. According to them, a complete description of a system at
time t is achieved by the two-state vector

〈ΨF | |ΨI〉, (2.24)

where |ΨI〉 denotes the state defined by the measurements in the past rela-
tive to time t and 〈ΨF | denotes a backward evolving state defined by mea-
surements after time t. The authors of [Aharonov64] claim that this Two-
State Vector Formalism (TSVF) then yields maximal information how the
system affects others, especially measurement devices, at time t [Aharonov08].
But indeed, this is a very controversially discussed statement.

2.2.1 Measurements on pre- and postselected systems

To examine TSVF experimentally, ABL proposed measurements on pre- and
postselected systems (PPS), schematically depicted in figure 2.2. The prepa-
ration of an ensemble in the same initial state |ΨI〉 is called preselection.
Considering only the system, on each identical copy of the ensemble a mea-
surement of the observable Â is performed (indicated in fig. 2.2 by thin box
with arrow), which can be either weak or strong. The postselection is done
by means of a projective measurement of an observable F̂ and subsequent
selection on one of the orthogonal states |ΨF,1〉, |ΨF,2〉, etc. Hence a PPS
is defined by a certain |ΨI〉 and a certain |ΨF 〉 of the system, where |ΨF 〉
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strongweak/
strong

preselection postselection

Figure 2.2: Scheme of pre- and postselected measurement: This
scheme only considers the pre- and postsystem (PPS), not the pointer.
An ensemble prepared in the system state |ΨI〉 is called preselection. A
weak/strong measurement of Â on several copies is performed. Afterwards,
for each copy, a projective measurement of F̂ is conducted with subsequent
selection on certain eigenstate |ΨF,1〉, |ΨF,2〉, etc. which is called postselec-
tion. Adopted from [Kofman12].

System

Pointer

Interaction

Pointer
Measurement

PostselectionPreselection

Figure 2.3: Von Neumann scheme for PPS measurement: Before the
postselection, the description of the measurement process is the same as in
the standard von Neumann measurement model. After the postselection on
a certain system state |ΨF 〉, the final pointer state |ΦF 〉 also changes due to
entanglement between system and pointer.

represents one of the final states |ΨF,1〉, |ΨF,2〉, etc.
When the PPS measurement is conducted via a von Neumann scheme (fig.
2.3), the effect on the final state of the pointer |ΦF 〉 becomes

|ΦF 〉 = 〈ΨF |Λ〉 = 〈ΨF |
(
Û|ΨI〉|ΦI〉

)
(2.25)

= 〈ΨF |
(

exp
(
−iΓÂ⊗ p̂

)
|ΨI〉|ΦI〉

)
(2.26)

= N〈ΨF |ΨI〉
∑
n

(−i)n

n!
Γn
〈ΨF |Ân|ΨI〉
〈ΨF |ΨI〉

p̂n|ΦI〉, (2.27)

where N is the normalization factor and using |Λ〉 from eq. (2.11). Eq.
(2.27) is the Taylor expansion of the exponential operator. Compared to
the standard measurements, PPS measurements exhibit some very special
features, which will be discussed below.
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2.2.2 The weak value

In this work, the TSVF is of special interest in the context of weak measure-
ments. A simple standard approach to evaluate weak PPS measurements
is to approximate eq. (2.27) to first order in Γ [Aharonov88, Aharonov90,
Kofman12]

|ΦF 〉 ≈ N ′〈ΨF |ΨI〉

(
1− iΓ〈ΨF |Â|ΨI〉

〈ΨF |ΨI〉
p̂

)
|ΦI〉 (2.28)

= N ′〈ΨF |ΨI〉 (1− iΓAwp̂) |ΦI〉 (2.29)

≈ N ′′〈ΨF |ΨI〉 exp (−iΓAwp̂) |ΦI〉, (2.30)

where the different N ′ and N ′′ denote the corresponding normalization fac-
tors. From eq. (2.28) to eq. (2.29) the definition

Aw ≡
〈ΨF |Â|ΨI〉
〈ΨF |ΨI〉

, (2.31)

was used, which is namely the weak value of Â. It was first introduced
by Aharonov, Albert and Vaidman (AAV) as the measurement outcome
of a weak measurement on a PPS ([Aharonov88]). In the linear response
regime, which is the most studied regime for weak values, the weak regime
is bounded by

|ΓAw|∆p� 1, (2.32)

with ∆p as the uncertainty of the indicator observable of the initial pointer
state [Kofman12]. As an expectation value, the weak value can be measured
only with certain accuracy on an ensemble due to the weakness of each
measurement [Aharonov08]. However, it differs from an expectation value
of an observable in a standard measurement: First, the weak value can be
complex and second, it can diverge if the overlap |〈ΨF |ΨI〉| tends to zero.
This has several consequences for the final pointer shift, which is given by
[Kofman12]

DF (x) ≡ 〈ΦF |x̂|ΦF 〉 − 〈ΦI |x̂|ΦI〉
≈ Γ Re [Aw] (2.33)

DF (p) ≈ 2Γ (∆p)2 Im [Aw] , (2.34)

for x̂ and p̂. Notice that in general the pointer shape can change due to
postselection. The fact that the weak value can be far outside of the range
of the eigenvalues is often used for one of the applications of weak val-
ues: The weak value amplification, see sec. 2.2.3. There are also other
possible applications using the features of weak values. The fact, that in
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general the weak value is complex, is used for example for direct state to-
mography [Lundeen11, Massar11, Zilberberg11, Lundeen12, Kobayashi14,
Malik14]. Furthermore, weak values can be used for conditioned aver-
age calculations, which yield arguments for paradoxes like Hardy’s paradox
[Aharonov02, Lundeen09, Resch04, Yokota09] and the Three-Box-Paradox
[Aharonov91, Ravon07].

2.2.3 Weak value amplification

Among the various properties of weak values the most useful one for many
applications is that the bounds of expectation values can be overcome. Es-
pecially for high sensitivity metrology, which aims to examine small effects,
the so called technique of weak value amplification is interesting. A famous
example which used this technique was realized by Hosten and Kwiat to
measure the Spin Hall Effect of Light. They managed to amplify this hardly
measurable effect by four orders of magnitude [Hosten08]. Another popular
example was done by Dixon et al. who measured beam deflections down
to the order of femtoradiants by means of a Sagnac interferometer. In this
experiment amplification factors of more than 100 were achieved [Dixon09].
As already mentioned, eq. (2.33) and eq. (2.34) show that the pointer shift
is directly related to the weak value Aw. Thus, by increasing Aw beyond
the range of the eigenvalues the shift can be modified. The weak value Aw,
and therefore the modification, can be either real positive, real negative,
imaginary or complex. For the real positive case the pointer change (eq.
(2.33)) is just amplified (or reduced) in the same direction compared to an
shift induced by a measurement on an only preselected system. If Aw is
negative, the amplification acts in the opposite direction compared to the
interaction. In the case of a imaginary Aw eq. (2.33) would not yield any
change. Instead, the shift will manifest in the conjugate variable p̂, as de-
scribed by eq. (2.34). In general Aw is complex and therefore a combination
of the mentioned cases. In the linear regime, the amplification A is of the
order of magnitude [Aharonov88], [Hosten08]

A ∼ |〈ΨF |ΨI〉|−1, (2.35)

which is exactly the denominator in the definition of the weak value (eq.
(2.31)). Note that this is the inverse of the overlap of the initial and final
system state, and thus by choosing suitable pre- and postselected states for
the system a large amplification factor can be achieved.
Let us consider the example presented in [Aharonov08], which is a modified
version of the original idea presented in the paper How the result of a
measurement of a component of the spin of a spin-1/2 particle
can turn out to be 100 [Aharonov88]. For this purpose, let us assume
a Stern-Gerlach experiment, with | ↑x〉 as the preselected and | ↑y〉 as the
postselected state and a spatial Gaussian pointer. With eq. (2.31) and
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σ̂ξ = (σ̂x + σ̂y)/
√

2 as the weak interaction in the ξ̂ direction the weak value
calculates to

(σξ)w =
1√
2

〈↑y |(σ̂x + σ̂y)| ↑x〉
〈↑y | ↑x〉

=
√

2, (2.36)

which is clearly outside of the range of expectation values of [−1,+1]. After
a measurement according to the standard measurement model in fig. 2.1, the
probability distribution on a detector with the spatial variable q is described
by

Prob(q) ∝ cos2(π/8) · e−
(q−1)2

(∆)2 + sin2(π/8) · e−
(q+1)2

(∆)2 , (2.37)

in the eigenstates of σ̂ξ.

Figure 2.4: Comparison standard measurement with PPS measure-
ment: The upper row shows probability distributions of a strong measure-
ment a) in a standard way and b) in a PPS ensemble. Both have peaks
located at the eigenvalues ±1. The lower row shows probability distribu-
tions for weak measurement, c) without postselection and d) for PPS. In c)
the peak is located at expectation value 1/

√
2 and in d) close to the weak

value
√

2. Adapted from [Aharonov08].

The result for a standard strong measurement (∆ � 1) is shown in fig.
2.4 a). There are two peaks with a certain width localized around the eigen-
values ±1.
For a weak measurement the width of the distribution is much larger than
the shift (∆� 1), and only one peak is recognizable, located at the expec-
tation value 〈↑x |σ̂ξ| ↑x〉 = 1/

√
2. When we now consider the measurement



12 2. Fundamental principles

with postselection on | ↑y〉 (fig. 2.3), we obtain

Prob(qF ) ∝
(

cos2(π/8) · e−
(q−1)2

2(∆)2 − sin2(π/8) · e−
(q+1)2

2(∆)2

)2

(2.38)

as the probability distribution of the pointer. The result is depicted again
for a strong measurement in fig. 2.4 b) and for a weak interaction in fig. 2.4
d) for a PPS. Different to the weak standard measurement the peak is no
longer located at 〈σ̂ξ〉 = 1/

√
2 but at the weak value (σξ)w ≈

√
2.

Advantages and limits of weak value amplification
In [Dressel14, Knee14] the advantages of the weak value amplification is dis-
cussed. For the weak value method only a fraction of the whole ensemble
is needed, but it has similar sensitivity for the parameter estimation. This
is an advantage in scenarios where the number of detectable particles is
bounded, e.g., due to dead-time or saturation of the detector. Furthermore
the rest of the ensemble can be redirected and used for another measure-
ment. This technique amplifies the signal, so for a sufficiently large weak
value the pointer shift can overcome technical noise.
The increasing popularity of weak values gave rise to the question whether
it can be a superior method for parameter estimation. For instance, the
authors in [Ferrie14, Knee14, Tanaka13] tried to find an answer to this ques-
tion. By considering the Fisher information they concluded that this method
will not outerperform standard metrology strategies. One can also become
aware about the limits of weak value amplification in a more intuitive way.
As already mentioned, to determine the weak value with desired accuracy a
certain number of particles is necessary. In the language of optical physics
a certain number of photons is needed. When the weak value increases the
detection probability decreases due to the small overlap of the initial and
final state. This makes longer collection times necessary to get a sufficient
precision. Thus, a larger amplification factor effectively keeps the signal to
noise ratio constant ([Knee13, Dressel14, Ferrie14]). So in the end it is a
question of resources whether the weak value amplification is useful or not.
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Figure 3.1: Experimental setup: In the Laser System the light is gen-
erated at 780 nm with the desired properties, which are monitored in the
Laser Monitoring part. The core of the experimental framework is the In-
terferometer part, which consists of a folded Mach-Zehnder interferometer
(MZI), in which the optical path length, the intensity ratio, the polarization
and the spatial deviation in one arm relative to the other can be set. The
Spatial Detection is done by means of two position sensing detectors (PSDs)
at different distances along the propagation direction of the beam. In the
Polarization Analysis the polarization is measured in the basis of σ̂x,y,z.

The performed experiments are based on novel theoretical insights dis-
cussed in chapter 4 and presented in [Dziewior18]. Therefore, the experi-
mental framework is explained in this chapter, so that the following chapters
can mainly focus on the theory and its connection to the measured results.
In fig. 3.1 the experimental setup is shown. It is structured in five parts,
namely the Laser System, the Laser Monitoring, the Interferometer, the
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Spatial Detection, and the Polarization Analysis. For easier understanding
these different parts are explained separately in the following sections. More
details about the used optical components can be found in the appendix A.1.

3.1 The different experimental parts

3.1.1 Laser System

The employed temperature stabilized laser diode (LD) is frequency stabilized
by the external-cavity technique in the Littrow configuration, which mainly
consists of a collimating lens and a diffraction grating (G). The method of
the external cavity allows for achieving a narrow wavelength spectrum and
high tunability [Kneubühl08, Meschede09]. In the presented configuration
diffracted light of first order is backreflected into the resonator, where it
provides optical feedback. The diffraction of zeroth order is reflected as the
output beam [Hecht87, Kneubühl08, Meschede09], which has a wavelength
of about 780 nm. By means of an anamorphic prism pair (AP) the profile of
the output beam, which is initially elliptical, is reshaped to a circle. After
passing a Faraday isolator (FI), which prevents that light couples back to
the laser, the light is spatially filtered by a single mode fiber. The emitted
beam after the fiber coupler can be well characterized by the Rayleigh range
zR, which is correlated to the waist of the beam w0 by zR = πw2

0/λ. The
Rayleigh range zR as well as the position of the waist z0, which was subse-
quently defined as the origin in the propagation direction z, were determined
by an optimization procedure (zR = 4.1 m). Behind the fiber coupler, the
beam is horizontally polarized with a polarizer (POL) and split up by a
beam splitter (BS). The main part is sent to the interferometer and the
residual part is used to monitor some laser properties.

3.1.2 Laser Monitoring

The output power Pout of the incident laser beam is recorded by a reference
photo diode (PDref). The experimental data is normalized by Pout to cancel
out laser fluctuations. Because of the disadvantage of mode-hopping in
the given laser system configuration, the longitudinal mode of the laser is
monitored by means of a photodiode behind a Fabry-Pérot cavity (FPC)
whose signal is displayed on an oscilloscope (OSC). Due to the accidental
wavelength change the monitoring is necessary to have knowledge about the
laser beam which is directed to the experiment.

3.1.3 Interferometer

The core of the experiments performed in this thesis is a folded Mach-
Zehnder-interferometer (MZI). It is realized by two balanced beam split-
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ters and two retroreflecting prisms, with the latter mounted on translation
stages. Each arm contains a beam blocker, which can be moved in and out
of the beam as controlled by the computer, and a fixed H-polarizer (POL).
By means of the motorized halfwave plate in front of the POL in arm A
(HWPvar) the intensity ratio can be set to any desired value IA/IB . 1.
With the motorized halfwave plate (HWP) behind the prism in arm A the
initial polarization of horizontally polarized light |H〉 can be changed ac-
cording to eq. (A.2). In combination with the fixed POL in each arm the
relative polarization of arm A to arm B can be set. By tilting the second
beam splitter BS2 the beam of A with respect to B can be deflected in
x- and y-direction, where the latter is perpendicular to the drawing plane.
The translation stage of the prism in arm A is moved by a stepper motor in
x-direction, furthermore it can be tilted in y-direction. With this configu-
ration any desired displacement as well as angular deviation in x and y can
be adjusted (for more details see section 3.2.2).
To set the relative phase between the two arms a translation stage in arm
B moves the retroreflecting prism in beam direction. For the measurements
it is periodically driven by a piezo, which changes the optical path length
and thus the phase between the two arms.
For the subsequent analysis only the photons deflected behind the output
port C are used.

3.1.4 Spatial Detection

The spatial detection is done with Position Sensing Detectors (PSD). The
x position in millimeters is read out by the corresponding voltage Vx (the
origin is located at the center of the PSD) according to

x =
Vx
Vsum

· 5[mm], (3.1)

(analogous for y), with Vsum denoting the sum voltage and 5 as the required
conversion factor. More details about the behavior dependent on the sum
voltage is given in the appendix A.2.2.
For the experiment described in chapter 4 it is crucial to determine simulta-
neously the relative position and angle of the beams. By placing the PSD in
the waist of the Gaussian beam z0, only position shifts would be recorded,
and for a placement in the far field only angular shifts would be measured.
But in the real experimental setup neither the first nor the second case was
given. Still it is possible to determine displacement and angle by means of
two PSDs at different distances, as described in sec. 3.2.1.
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Figure 3.2: Bloch sphere: The polarization of a photon can be described
as a two-level system. Therefore, it can be visualized in the Bloch sphere as
a vector ρ, defined by the angles θ and ϕ. Horizontally |H〉 and vertically
|V 〉 polarized light are eigenstates of σ̂z and thus located at the poles of the
sphere. The x-axis corresponds to σ̂x with diagonally |P 〉 and antidiagonally
|M〉 polarized light as eigenstates. Left |L〉 and right |R〉 circularly polarized
light are eigenstates of σ̂y and located at the poles of its direction.

3.1.5 Polarization Analysis

Every state of two-level system ρ, and thus also the polarization state of a
photon, can be described by a density matrix parametrized as

ρ =
1

2
(12 + 〈σ̂x〉σ̂x + 〈σ̂y〉σ̂y + 〈σ̂z〉σ̂z) , (3.2)

with 12 as the identity operator in two dimensions and σ̂x,y,z as the Pauli
matrices with the corresponding expectation values 〈σx,y,z〉. Horizontally
|H〉 and vertically |V 〉 polarized light are the eigenstates of σ̂z, diagonally
|P 〉 and antidiagonally |M〉 polarized light are eigenstates of σ̂x and right
|R〉 and left |L〉 circularly polarized light are the eigenstates of σ̂y. A pure
polarization state ρ can be visualized using the Bloch sphere coordinates by

ρ =

(
cos2 θ

2 e−iϕ cos θ sin θ

eiϕ cos θ sin θ sin2 θ
2

)
, (3.3)

where θ and ϕ are the rotation angles, as depicted in fig. 3.2.
This state can be determined by a polarization analysis (shown in fig. 3.1
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blue box). Here the approach of a quantum state tomography is employed,
i.e., determining a state ρ given by eq. (3.2), by measuring the set of incom-
patible observables σ̂x,y,z and determining the probabilities of the different
outcomes. The measurement of the probabilities is realized by a measure-
ment of the normalized intensities in the different bases, e.g. for σ̂z

〈σz〉 = Tr (ρ|H〉〈H|)− Tr (ρ|V 〉〈V |) (3.4)

=
I|H〉 − I|V 〉
I|H〉 + I|V 〉

. (3.5)

Because a polarizing beam splitter (PBS) always acts in the eigenbasis of
|H〉 and |V 〉, additional waveplates (half wave plate (HWP) and quarter
wave plate (QWP)) are necessary to rotate into the desired measurement
basis σ̂x and σ̂y respectively.

3.2 Geometrical considerations

The incident beams in the interferometer arms originate from a laser diode
and a single mode fiber, thus are well described as Gaussian beams. How-
ever, if we are only interested at the center position along the propagation
direction it is enough to consider them with ray optics.

3.2.1 Obtaining the spatial and angular displacement

As already mentioned, it is necessary to determine the spatial and angular
deviation at the same time for the experiment presented in chapter 4. For
the case that the PSDs are not located at the waist position of the beams
z0 or in the far field these deviations can not be recorded independently of
each other. Still they can be determined by using both PSDs. In fig. 3.3

Figure 3.3: Geometrical scheme to derive angular and spatial deviation, i.e.,
θh and h0, between the beam of arm A (red) to that of arm B (blue) at the
position of the waist z0 by means of two PSDs located at different distances
z1 and z2 with corresponding spatial deviations h1 and h2.
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the beam of arm B, which is directed along the z-axis, is taken as reference
and therefore depicted as blue zero line at the height h = 0 on the PSD. The
beam of arm A, represented as red line and also propagating in z-direction,
has a different position h0 and a different angle θh to the beam of arm B in
the position of the waist z0, which was defined as the zero position along z.
These deviations are given by

θh = arctan

(
h2 − h1

z2 − z1

)
(3.6)

h0 = h1 − (z1 − z0) · tan θh (3.7)

= h2 − (z2 − z0) · tan θh, (3.8)

with z1 = −0.24 m and z2 = 5.27 m as the z-positions of PSD1 and PSD1,
respectively. The distance between both detectors was measured manually
z2 − z1 = (6.61± 0.02)m.

3.2.2 Setting the spatial and angular displacement

For the experiment presented in chapter 5, it is crucial to know how to set a
certain spatial and angular displacement in x- as well as in y-direction. For
x the strategy is obvious. The spatial displacement δx can be set by moving
the prism with the stepper motor and the angle δθx is set by tilting BS2

in x. For the y-direction the spatial and angular displacement have to be
set with two optical components, namely the prism in arm A and the beam
splitter BS2, which can only deflect the beam in y.

Figure 3.4: Geometrical considerations about how to set a displacement δy
and an angle θy between the beam of arm A (red) to that of arm B (blue)
at the waist position z0 by tilting two components in arm A, i.e., θy,1 at the
prism located at zP and θy,2 at the BS2 located at zBS .

The blue line in fig. 3.4 depicts the beam of arm B, which is again taken
as reference. The beam of arm A (red) has a certain spatial displacement
δy and a certain angle θy to the beam of arm B at the position of the waist
z0. Fig. 3.4 clarifies how to tilt the two components to overlap the beams
of the different arms. The prism at zP is rotated by about θy,1 and the
BS2 at zBS by about θy,2 to obtain the desired displacement δy and angle
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θy = θy,1 + θy,2. θy,1 is chosen such that at zBS only an angular deviation
of θy,2 is left. These rotation angles are given by

θy,1 = θy − arctan

(
δy

zBS − zP
+

z0 − zP
zBS − zP

tan θy

)
(3.9)

θy,2 = θy − θy,1. (3.10)
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Chapter 4

Universality of weak values

4.1 Introduction

The weak value is a key element of the two-state vector formalism (TSVF).
Up to here it was considered with only one weak interaction in a pre- and
postselected ensemble. But every (quantum) particle can experience differ-
ent interactions due to its various properties, e.g. charge, mass, magnetic
moment, etc., and of course also the same type of interaction multiple times.
This gives rise to the question: Is the weak value concept still valid for mul-
tiple interactions? If so, in which way are the pointers affected?
In this section these questions are investigated in the framework of a Mach-
Zehnder interferometer (MZI) with several interactions in only one arm. For
this purpose a new description about the influence of interactions on exter-
nal systems, i.e., pointers, is introduced. In the first instance the concept is
derived for a system consisting of only one path, in which the interactions
are located. Next, this approach is applied to one arm of the interferometer,
whereas in the other arm no interactions occur. Ultimately, in this context
the effect of various interactions on external systems can be evaluated theo-
retically and experimentally. The experimental demonstration was done by
introducing three different couplings in one arm of the interferometer and
recording the pointer shift. Furthermore, a modified formula for the weak
value of the projection operator is found by considering interactions of finite
strength. Its parameter dependency is also tested experimentally.

4.2 Theoretical considerations

To investigate various interactions in the context of the weak value con-
cept, at first we want to consider the effect of them on external systems,
i.e.,pointers, in a single-path system. A scheme of this scenario is depicted
in fig. 4.1 a). The initial state of all external systems together is denoted as
|Φ〉. In general, every successive interaction with a passing quantum particle
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various
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BS
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a) b)

Phase
various
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Figure 4.1: Comparison of the effect of various interactions in a
single-path system and in a MZI: a) The quantum particle interacts
with external systems in the path, which are all together initially in state
|Φ〉 and after the coupling in state |Φ′〉. b) The scenario of a) is applied
to arm A, whereas in arm B no interactions occur. The phase between the
two arms can be shifted, which is indicated by ϕ in arm B. The effect on
the external systems is detected in a) at the end of the path and in b) at
the output port C, with the external system after the postselection in state
|ΦF 〉. Adapted from [Dziewior18].

which is illustrated as a dashed box with arrow, has an effect on the respec-
tive external system. Hence, after all interactions their state has changed
to

|Φ′〉 ≡ η
(
|Φ〉+ ε|Φ⊥〉

)
, (4.1)

with |Φ⊥〉 as some orthogonal component to |Φ〉. Without loss of generality
the phase of |Φ⊥〉 is chosen such that ε > 0 (see for details B.4). By neglect-
ing the global phase and by considering the normalization condition for |Φ′〉
the overlap η of |Φ〉 and |Φ′〉 can be determined to

η = 〈Φ′|Φ〉 =
1√

1 + ε2
. (4.2)

For a weak coupling, i.e., ε � 1 and thus η = 1 + O(ε2), eq. (4.1) can be
approximated to

|Φ′〉 = |Φ〉+ ε|Φ⊥〉+O
(
ε2
)
. (4.3)

So the effect of interactions on the external systems manifests as some or-
thogonal component |Φ⊥〉 with respect to the initial state.
Now this description is applied for one arm of a Mach-Zehnder interferom-
eter (MZI), as it is depicted in fig. 4.1 b). The other arm is considered to
have no interactions, hence the state of the external systems remains |Φ〉.
We assume the first beam splitter (BS) to be unbalanced and thus obtain
for the preselected system state

|ΨI〉 = cosα|A〉+ eiϕ sinα|B〉, (4.4)
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i.e., a superposition of arm A and B with α and ϕ as real parameters. The
phase ϕ between arm A and B and can be varied as described in section
3.1.3, which is illustrated by ϕ in arm B (see fig. 4.1). After the interaction
in arm A and before the overlap at the output beam splitter the composite
state is given by

|Λ〉 = cosα|A〉|Φ′〉+ sinα eiϕ|B〉|Φ〉. (4.5)

These considerations are necessary to derive in the next step the weak value
and the pointer shifts for several interactions and/or several external systems
of an interferometric PPS.

4.2.1 Calculation of the weak value

Now we want to derive the weak value in an interferometric PPS, as de-
picted in fig. 4.1. As illustrated, all interactions are located in arm A,
hence the weak value is calculated for the projection operator onto this arm
P̂A = |A〉〈A|. For an unbalanced input beam splitter followed by a phase
shifter, the preselected state is given by eq. (4.4). In principle the second
BS can also be unbalanced but for simplicity it is considered as a balanced
one. The postselection corresponds to confine oneself to quantum particles
arriving in output port C, hence the postselected state is given by

|ΨF 〉 = |C〉 =
1√
2

(|A〉+ |B〉) , (4.6)

which is described in appendix A.1.4. By using the definition of eq. (2.31)
the weak value is calculated to

(PA)w =
〈ΨF |P̂A|ΨI〉
〈ΨF |ΨI〉

(4.7)

=
(〈A|+ 〈B|) |A〉〈A|

(
cosα|A〉+ eiϕ sinα|B〉

)
(〈A|+ 〈B|) (cosα|A〉+ eiϕ sinα|B〉)

(4.8)

=
1

1 + tanα eiϕ
, (4.9)

with

tanα =

√
IB
IA
, (4.10)

where IA and IB are the intensities of the respective beams in arms A and B.
Notice that formula (4.9) is only valid for an ideal interferometer with very
weak coupling, i.e., the system state remains effectively unchanged during
the interaction.
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Calculation for finite interaction strength
As already described in section 2.2 in the TSVF the state of the system is
defined via the weak value for a certain moment in time t. Hence, for the
evaluation of the forward and backward evolving system state all changes
until time t have to be taken into account, which are assumed to be negligi-
ble in eq. (4.9). For the case that such changes are no longer negligible, the
system state experiences a loss of coherence. This can happen due to im-
perfections of optical components and finite interaction strengths, in which
the system becomes entangled with the pointer state. Thus, the introduced
preselected state (eq. ()4.4)) is only valid directly after the first BS and the
postselected state (eq. (4.6)) is only valid directly before the second BS.
Therefore the formula (4.9) is not suitable for a scenario in which coherence
losses occur. A proper description can be achieved by taking into account
the effective changes due to the interactions of the system with external
systems eq. (4.1). Furthermore, all imperfections are also considered as
additional interactions which also contribute to |Φ′〉.

Now, in the framework of the MZI of fig. 4.1 in general the forward and
backward evolving system states change between the first and the second
BS, whereas the weak value (PA)w remains constant in time. This is the case
if all interaction operators commute with each other and with the spatial
projection operator P̂A. This fact provides the opportunity to choose the
moment in time at which the weak weak value is calculated, given that the
forward and backward evolving state are evaluated at this time. For conve-
nience the moment just before the second BS is chosen, thus the postselected
state is still described by eq. (4.6). By taking the partial trace of eq. (4.5)
over the external systems one obtains the preselected density matrix in the
basis of {|A〉, |B〉}

ρI =

(
cos2 α cosα sinα e−iϕη

cosα sinα eiϕη sin2 α

)
, (4.11)

see appendix B.1. These states of the interferometric PPS can now be
inserted in the generalized expression for the weak value of the operator Â
from [Vaidman17]

Aw =
Tr
(
ρF ÂρI

)
Tr (ρF ρI)

, (4.12)

which simplifies due to the purity of the postselected state ρF = |ΦF 〉〈ΦF |.
Notice that the formula (4.12) is only applicable before or after all interac-
tions. In between is it only suitable if the forward and backward evolving
states are entangled with different external systems. More details about the
expression (4.12) can be found in [Vaidman17]. Finally the weak value can
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be calculated to

(PA)w =
Tr
(
|ΨF 〉〈ΨF |P̂A ρI

)
Tr (|ΨF 〉〈ΨF | ρI)

(4.13)

=
1 + tanα η e−iϕ

1 + tan2 α+ 2 tanα η cosϕ
, (4.14)

which will be denoted here and in the following as modified weak value. The
modified weak value (eq. (4.14)) is a function of the overlap η, the square
root of the intensity ratio tanα and the phase between the two arms ϕ.
This parameter dependence is depicted in fig. 4.2 (placed at the end of
this section) for chosen values of η in the real and imaginary part respec-
tively. For a perfect overlap (η = 1) singularities appear, which turn into
finite extrema as soon as η < 1. The smaller the overlap η the smaller the
maximally achievable amplification factor becomes and therefore the more
these extrema smear out. For a fixed intensity ratio tanα the real part is
a symmetric function of the phase ϕ, whereas the imaginary part is an an-
tisymmetric one. This behavior was experimentally observed for η = 0.990
and tanα = 1.33 (see sec. 4.3.2), which is indicated by the horizontal violet
line. For the fixed parameter ϕ = π the real part exhibits an antisymmetric
behavior as soon as η < 1 with respect to the rescaled parameter α. All of
these curves intersect at the value 0.5 for tanα = 1, which is exhibited in
fig. 4.6. This dependency was investigated in sec. 4.3.3, which is indicated
by the vertical black lines.

4.2.2 External systems in interferometric PPS

In this section the effect of several, also different interactions on postselected
external systems is investigated. The state of the postselected pointer can
be determined according to eq. (2.25)

|ΦF 〉 = N〈ΨF |Λ〉 (4.15)

= N
(
|Φ〉+ ε

η

η + tanα eiϕ
|Φ⊥〉

)
, (4.16)

with the corresponding calculation in the appendix B.2. Again expanding
the formula in terms of ε and recalling the formula for the modified weak
value (eq. (4.14)) equation (4.16) can be rewritten as

|ΦF 〉 = |Φ〉+ ε(PA)w|Φ⊥〉+O(ε2). (4.17)

A comparison with eq. (4.3) shows that the effect of the interactions are am-
plified in a universal manner, with the weak value of the projection operator
(PA)w.
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Considering various independent external systems
Now, let us assume a finite ε, which is constituted by all introduced interac-
tions, in the ansatz of eq. (4.1). For this case the naive approach of inserting
eq. (4.14) into eq. (4.17) would not give the correct prediction [Dziewior18].
We want to examine if still a statement can be made about the change of
effects, which occurred due to weak interactions. For this purpose the ex-
ternal systems are considered individually.
The initial state of several external systems |Φ〉 can be expressed as the
product state

|Φ〉 =
⊗
j

|Φj〉 (4.18)

if the various systems, denoted by the index j, are independent of each other.
With this ansatz eq. (4.1) can be rewritten as

|Φ′〉 =
⊗
j

ηj

(
|Φj〉+ εj |Φ⊥j 〉

)
. (4.19)

Given this interaction, the pure state of the j-th system in arm A evolves to

ρ′j =

(
1 εj
εj 0

)
+O(ε2j ) (4.20)

expressed in the basis of {|Φj〉, |Φ⊥j 〉} in analogy to eq. (4.19). The pointer
state (eq. (4.20)) changes after the postselection to

(ρj)F =

(
1 (PA)∗wεj

(PA)wεj 0

)
+O(ε2j ). (4.21)

This equation shows that the off-diagonal elements, which are related to
the orthogonal components of the single pointer in first order of εj , are
affected by the weak value. So indeed, the modified weak value is still the
correct modification factor for effects on the individual external systems, if
the interaction with this particular system was weak and the effect of O(ε2j )
can be neglected (εj � 1).

4.2.3 New insights in the change of expectation values

Up to here, the introduced concept, which describes the effect of interactions
on external systems as an additional orthogonal component (c.f. eq. (4.1)),
has been considered in an abstract manner. Experimentally, this additional
orthogonal component in the state of the pointers manifests as shift in the
expectation values of the observables of the external systems. If the external
systems are all along one path (fig. 4.1 a)), the change of the expectation
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value of the observable Ĉ can be determined by

D(C) ≡ 〈Φ′|Ĉ|Φ′〉 − 〈Φ|Ĉ|Φ〉 (4.22)

= 2εRe
[
〈Φ|Ĉ|Φ⊥〉

]
+O(ε2), (4.23)

using the derivation given in B.3. In a pre- and postselected system (fig. 4.1
b)) we obtain with an analogous calculation

DF (C) = 〈ΦF |Ĉ|ΦF 〉 − 〈Φ|Ĉ|Φ〉 (4.24)

= 2εRe
[
〈Φ|Ĉ|Φ⊥〉(PA)w

]
+O(ε2). (4.25)

The formula (4.25) is the most important formula of this thesis. It shows that
the effect observable after interactions on any and every external system,
that was coupled weakly to the quantum particle exiting the interferometer
in, e.g., arm C is modified in a universal manner. We denote this funda-
mental property as the universality of the weak value, her of the projection
operator (PA)w. These insight has been found recently in [Dziewior18].

As already mentioned in section 2.2.2, in the common approaches for
weak pre- and postselected measurements the shift in the expectation value is
calculated as follows. For a pointer observable B̂, which is also the indicator,
and its complementary observable Ĉ the change of the expectation value is
given by (c.f. [Kofman12, Dressel14])

DF (C) ≈ Γ Re [(PA)w] (4.26)

DF (B) ≈ 2Γ(∆B)2 Im [(PA)w] , (4.27)

where Γ is the coupling strength as defined in sec. 2.1.3 and ∆B is the
uncertainty of the initial pointer

(∆B)2 = 〈Φ|B̂2|Φ〉 − 〈Φ|B̂|Φ〉2. (4.28)

Eq. (4.25) effectively provides the same formulas for the calculation of the
shift, but derived with the new ansatz of effects of interactions [Dziewior18].
A detailed mathematical derivation can be found in the appendix B.5.
Furthermore, it can be shown that Gaussian pointer states

Φ(x) =

(
1

2π(∆x)2

) 1
4

e
− (x−x0)

4(∆x)2 , (4.29)

with x0 as the initial x position and ∆x as the uncertainty, have special
properties. On the one hand eq. (4.23) and (4.25) can be written as

D(x) = 2εRe
[
〈Φ|x̂|Φ⊥〉

]
(4.30)

DF (x) = 2εRe
[
〈Φ|x̂|Φ⊥〉

(
PA)w]. (4.31)
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without having to consider additional terms of O(ε2). On the other hand,
since the matrix element 〈Φ|x̂|Φ⊥〉 is real, eq. (4.31) can be rewritten as

DF (x) = D(x) Re [(PA)w] . (4.32)

Comparing this equation to formula (4.26) shows that D(x) = Γ. This is
one of the central results of this work and can be generalized [Dziewior18] to
show that in fact any shift of a pointer expectation value for the single path
of the form D(x) becomes modified according to the real part of the weak
value for the pre- and postselected case DF (x). For the Gaussian states the
usual approximate equations (4.26) and (4.27) become exact expressions

DF (x) = δxRe [(PA)w] , (4.33)

DF (p) = 2δx(∆p)2 Im [(PA)w] (4.34)

with p as the conjugate momentum to x and Γ = δx. The Gaussian state eq.
(4.29) is again a Gaussian in the momentum representation. Thus, by taking
x̂ as the indicator, analogous expressions can be found for the momentum

DF (p) = δpRe [(PA)w] , (4.35)

DF (x) = −2δp(∆x)2 Im [(PA)w] . (4.36)

A further investigation of the Gaussian pointer provides the formulas for a
combination of both shifts δx and δp for general complex weak values

DF (x) = δxRe [(PA)w]− 2δp(∆x)2 Im [(PA)w] , (4.37)

DF (p) = δpRe [(PA)w] +
δx

2(∆x)2
Im [(PA)w] , (4.38)

where ∆p = 1
2∆x because Gaussian wave packets satisfy the minimum uncer-

tainty relation ∆x∆p = 1/2. This expression is explicitly derived in chapter
5.
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Figure 4.2: Parameter dependence of modified weak value: Real (left
column) and imaginary (right column) part of the modified weak value is
presented for η = 1, 0.990, 0.979, 0.960, and 0.936, dependent on the phase
ϕ and the amplitude ratio tanα. The black lines correspond to the test of
the parameter dependence for several η and the violet lines correspond to
the test of the universality (see sec. 4.3). Adapted from [Dziewior18].
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4.3 Experimental demonstration

In this section the theoretical results of the previous section 4.2, namely
the universality property and the parameter dependence of the modified
weak value, are demonstrated experimentally. For that purpose an optical
MZI, as already presented in chapter 3 is used. Notice that figure 4.3 is
slightly modified with respect to the interferometer presented in chapter 3
to focus on the important parts for the demonstration, especially how the
various interactions with external systems are introduced. As done in most
weak measurement experiments different degrees of freedom (DOFs) of the
photon itself are regarded as the external systems, while the path degree
of freedom is considered for encoding the principal pre- and postselected
system of interest. There are several proposals to use distinct particles
as external systems [Feizpour11, Simon11, Fu15, Ben-Israel17, Hallaji17],
however hardly to be implemented with the current state of the art.
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Blocker

fixed
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interactions

Figure 4.3: Interferometer setup for demonstrating the universality
and the parameter dependence of the modified weak value. The
figure shows basically the interferometer of fig. 3.1, but only with the neces-
sary DOF for the introduced interactions. These are a shift δx, realized by
moving the prism via the stepper motor, a momentum change δθy, realized
by tilting BS2, and a polarization shift δσx, realized by rotating the HWP.

4.3.1 Introducing the various interactions

To observe the universality three different interactions are applied, as illus-
trated in the orange box of fig. 4.3. These act on the spatial DOF x and y
and on the polarizational DOF σ. The interactions are in good approxima-
tion independent of each other, thus the ansatz of eq. (4.19) and (4.18) is
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applicable. The composite state in each arm is

|A〉|Φ′〉 = |A〉|Φ′x〉|Φ′y〉|Φ′σ〉|Φ′O〉 (4.39)

|B〉|Φ〉 = |B〉|Φx〉|Φy〉|Φσ〉|ΦO〉, (4.40)

with imperfections modeled as additional interaction acting on |ΦO〉.
In the given setup the photons are emitted by a laser source and thus the
beams are characteristic Gaussian beams. Along the propagation direction
z the transversal beam profile, and thus the initial spatial pointer state,
can be well described by a Gaussian distribution. The interaction with the
spatial degree of freedom is then a shift δx on the photon in arm A relative
to the photon undisturbed in arm B. Hence, the final pointer state in arm
A, |Φ′x〉, is again a Gaussian, shifted to the initial Gaussian by δx. The
corresponding spatial distributions are

Φx(x) = e
− x2

w2
0 (4.41)

Φ′x(x) = e
− (x−δx)2

w2
0 , (4.42)

where w0 denotes the waist of the beam, which is given by the characteristic
Rayleighrange according to w2

0 = zRλ/π with λ as the wavelength of the
photons. Note that the normalization factor is omitted (c.f. (4.29)) to focus
on the effect of the interaction on the pointer state. For the realization of
this spatial shift in x, the prism in arm A is moved by a stepper motor, as
depicted in fig. 4.3.
In y the interaction is introduced as a momentum change δpy. Also for this
spatial DOF the initial and final pointer states |Φy〉 and |Φ′y〉, are Gaussians,
now in the momentum representation. The final state is shifted relatively
to the initial state according to

Φy(py) = e
−
p2y

w2
0 (4.43)

Φ′x(x) = e
− (py−δpy)2

w2
0 . (4.44)

The change of the expectation value by δpy can be directly measured with
the given setup. In the paraxial approximation it has even a linear relation
to the deflection angle of the beam in y direction δθy as

δpy =
2π

λ
δθy. (4.45)

Hence a measurement of the change of the expectation value of θy corre-
sponds to a measurement of the shift in the expectation value of py. This
interaction can be approximately realized by tilting BS2 as depicted in fig.
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4.3. For more details see sec. 3.2.2.
The third interaction acts on the polarization state of the photon |Φσ〉, which
is initially horizontally polarized, i.e., |H〉. By introducing a polarization
shift δσx the initial and final states are given by

|Φσ〉 = |H〉 (4.46)

|Φ′σ〉 = cos
δσx
2
|H〉+ sin

δσx
2
|V 〉. (4.47)

The polarization shift is set by means of the HWP in arm A, while keeping
the polarization in arm B fixed to |H〉.
Notice that the introduced interactions have an effect on various physical
properties of the photon, thus on various external systems.

4.3.2 Observation of the universality of the weak value

One way to demonstrate the universality of the weak value of the projection
operator is to perform a tomography of the final pointer states for the pre-
and postselected case to confirm eq. (4.21) for quantum states. However,
the property of universal modification can just as easily be seen from the
change of the expectation values. In table 4.1 the introduced interactions are
summarized in terms of the corresponding indicators B̂ and their comple-
mentary observable Ĉ. The changes of the expectation values, which can be
observed for the postselected external systems DF compared to the change
observed after passing only one path D, have been derived in [Dziewior18].

Table 4.1: Summary of interactions applied on the PPS with corresponding
indicators B̂, their complementary observables Ĉ and the calculated change
according to eq. (4.26) and (4.27), which were derived in [Dziewior18]. zR
denotes the Rayleigh range with zR = πw2

0/λ.

DOF Ĉ B̂ DF (C) DF (B)

x x̂ θ̂x D(x) Re [(PA)w] D(x)/zR Im [(PA)w]

y θ̂y ŷ D(θy) Re [(PA)w] −zR D(θy) Im [(PA)w]

σ σ̂x σ̂y D(σ̂x) Re [(PA)w] −D(σ̂x) Im [(PA)w]

For demonstrating the universality property a three-stage-measurement
has been performed:

1) Measurement of arm B alone (by blocking arm A)

2) Measurement of arm A alone (by blocking arm B)

3) Measurement of the interference signal.

The first two stages together provide important information for comparing
the theoretical predictions of table 4.1 to the experimental results presented
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in fig. 4.5. The measurement of arm B alone is taken as reference corre-
sponding to no interaction, which is marked as the dashed blue zero lines in
fig. 4.5. By considering the results of step 1, the effects of the interactions
on arm A alone D(x), D(θy), and D(σx) can be determined in step 2, which
are depicted as dashed red lines in the upper row of fig. 4.5. Analogously,
in the lower row the red line shows the change in the expectation value of
the various indicator observables, which have been kept as close as possible
to zero in the experiment. This is necessary to observe the behavior, which
is predicted in table 4.1. Notice that the measurement results of step 1 and
2 are phase independent, so only the mean values of the shifts are depicted
in fig. 4.5.
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Figure 4.4: Interference signal dependent on phase: After the phase
correction to every measured data point at the same time a certain phase ϕ
is assigned, here displayed for the example of the interference signal. With
the maximal and minimal intensity of the interference (Imax and Imin) the
visibility V can be determined, which is used to calculate the parameter η
of the weak value.

With the first two measurement stages the parameter tanα for the phase
dependent weak value can be evaluated to 1.3323± 0.0002 according to eq.
(4.10). The other parameters needed to evaluate (PA)w (eq. (4.14)), the
phase ϕ and the overlap η, are obtained from the last measurement step. A
sinusoidal fit of the intensity of the interference signal I, which is propor-
tional to the recorded output power, yields the corresponding phase ϕ. A
detailed description of this method is given in the appendix A.2.1 and an
exemplary result is shown in fig. 4.4. With the intensity of the interference
signal the visibility V and subsequently the overlap η can be determined,
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according to (c.f. [Dziewior18])

V ≡ Imax − Imin

Imax + Imin
= η

2 tanα

1 + tan2 α
, (4.48)

with Imax as the maximal and Imin as the minimal intensity of the in-
terference signal (as shown in fig. 4.4). In the performed experiment
V = (95.09± 0.02)% and η = 0.9904 ± 0.0003. Taking these parameters
amplification factors from −3 up to 4 can be achieved, as shown in fig. 4.2
c) and d).
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Figure 4.5: Observation of universality: The upper row shows the in-
troduced displacements (δx, δθy, δσx) in arm A for the single arm measure-
ments as phase independent dashed red lines and for the PPS measurement
as phase dependent crosses with the theoretical prediction according to table
4.1 as solid violet lines. The measurement of arm B is taken as reference
and corresponds to the blue zero lines in all plots. Analogous, the lower row
shows the measured displacements for the complementary observables. The
similarity in the behavior for all three DOF, which is modified by the weak
value, clearly shows the universality property. Adapted from [Dziewior18].

In fig. 4.5 the theoretical predictions of table 4.1 as well as the measured
interference signal for the three different couplings are presented. The first
row shows the shift in the expectation values Ĉ for the different degrees of
freedom and the second row shows the changes of the indicator observable B̂.
In each plot the relative shift of the single arms is indicated with D, and of
the relative shift of the interference signal, i.e. the signal after postselection,
is indicated with DF . Note that because the position sensing detectors
are not perfectly placed in the waist or in the far field of the beam, the
data for the spatial interactions were postprocessed according to section
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3.2.1 to obtain D and DF . Furthermore, the results of the interference
measurement depicted in fig. 4.5 is the mean over several periods to average
out fluctuations. According to table 4.1 the first row should exhibit a relation
to the real part and the second row to the imaginary part of the weak value.
And indeed, the measured interference signal, which is marked as black
crosses, fits very well to the theoretical predictions depicted as violet lines in
the corresponding plot. The small discrepancies, especially by comparison of
DF (B) between experimental data and theory, are mainly due to systematic
errors. These results are remarkable in the sense that the effects of different
physical interactions are all modified the same way. This shows clearly the
universality of (PA)w for the interferometric PPS.

4.3.3 Parameter dependence of modified weak value

To see that the description of the modified weak value (eq. (4.14)) is valid,
it is necessary to test in particular the dependence on the new introduced
parameter η, which denotes the overlap (see eq. (4.2)), i.e., the coherence
between the two arms. It depends on the introduced interactions, thus,
changing them also changes η. As already mentioned, the different interac-
tions are approximately independent of each other, hence eq. (4.19) holds
and thus also η can be expressed in product form

η = ηx · ηy · ησ · ηO, (4.49)

which are defined according to (4.2). In this formula ηO denotes the modified
overlap due to imperfections of optical devices and

ηx = exp

(
− δx

2

2w2
0

)
· exp

(
−
δθ2
xz

2
R

2w2
0

)
(4.50)

ηy = exp

(
− δy2

2w2
0

)
· exp

(
−
δθ2
yz

2
R

2w2
0

)
(4.51)

ησ = cos

(
arcsin (δσx)

2

)
(4.52)

denote the overlap in the various degrees of freedom in which some interac-
tion was introduced, where zR is the Rayleigh range with zR = πw2

0/λ. As it
can be seen from eq. (4.49) the overlap can either be changed by the spatial
DOFs or by the polarization DOF. Because of the experimental realization
of the setup (fig. 3.1) the simplest and most reproducible way to modify η
is by rotating the HWP, thus changing ησ.
Furthermore, since in the previous section the weak value was only eval-
uated for fixed tanα, now also the dependence on this parameter should
be investigated. For that purpose different intensity ratios are set, as de-
scribed in sec. 3.1.3 but with an additional neutral density filter, placed
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in arm B just before the second BS. With this configuration it is possible
to set tanα & 0.7, but indeed for our purpose it is enough to measure up
to tanα . 2.5, since the interesting dependence can be observed close to
tanα = 1, i.e., equal transmission through path A and B.
The measurement procedure is the same as described in sec. 4.3.2, but now
evaluating only the data at ϕ = π. This value for ϕ is chosen because the
imaginary part of the weak value vanishes for this parameter set and thus
the amplification happens solely due to the real part of the weak value,
which is furthermore maximal for ϕ = π as it can be seen in the surface
plots 4.2.

Fig. 4.6 shows the measured maximal amplification for η = 0.990, 0.979,
0.960, and 0.936 as dots with error bars, and the theoretical curves as solid
lines for the measured η with an additional curve for η = 1. The error is the
sum of a systematic error and a statistical error. The systematic error is due
to the behavior of the PSDs themselves which increases for tanα close to 1
(see appendix A.2.2). The statistical error is constituted by the statistical
error in the reading of the position and by the statistical error due to fluctu-
ations. The theoretical behavior of the weak value for the presented overlaps
was already described in sec. 4.2.1. Fig. 4.6 shows that the experimental
data fit very well to the theory, which demonstrates the validity of the weak
value given by eq. (4.14).
Note, high weak value amplifications can be obtained only for (almost) per-
fect overlap. Already for η = 0.99 (corresponding to a visibility V ∼ 95%)
the maximum value reduces to ∼ 4.
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Figure 4.6: Modification of weak value due to loss of coherence:
The figure shows the amplification factors according to eq. (4.14) for
fixed ϕ = π tested for different overlaps η by varying the intensity ratio
0.7 . tanα . 2.5. The dots show the measured data and with solid lines as
corresponding theoretical curves. Adapted from [Dziewior18].
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4.4 Conclusion

In this chapter the question, whether the weak value concept is valid for mul-
tiple interactions, has been investigated in the framework of a Mach-Zehnder
interferometer. For this purpose an extended description of the effects of in-
teractions on external systems has been introduced, namely the appearance
of some orthogonal component to the initial external system state. Subse-
quently, this ansatz was applied in the interferometer, with only one arm
containing multiple interactions.
Using this approach it has been possible to consider the loss of coherence of
the system state due to the various interactions of finite strength and imper-
fections of optical components. This insight yielded a modified formula for
the weak value of the projection operator onto the arm, in which the inter-
actions take place. The parameter dependence of the modified weak value
on the overlap η, the amplitude ratio tanα and the phase between the two
arms of the MZI ϕ has been validated in good agreement with experimental
data.
Furthermore, the universality of the weak value in the presented interfero-
metric PPS has been shown theoretically and experimentally. For the ex-
perimental demonstration various interactions concerning either a shift δx,
a momentum change δθy, or a polarization shift δσx in the different degrees
of freedom of the photon have been introduced. All of them exhibited the
characteristic-universal-modification in the shifts of the expectation values
of the corresponding observables.
In summary, these results show that the introduced modified weak value
in the Mach-Zehnder interferometer is not only a valid concept but, fur-
thermore and more importantly, it is a universal modification factor for the
effects of any and every interaction of a pre- and postselected system.
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Chapter 5

Alignment of interferometers
using weak values

5.1 Introduction

In the previous chapter the universality of the weak value of the projection
operator was derived. In this chapter it is shown how this property can be
used for the alignment of an interferometer.
Interferometers itself are an important tool for a variety of experiments, e.g.,
for the disprove of the theory of luminiferous aether [Michelson31], for the
development of ultrahigh-resolution full-field optical coherence tomography
[Duck89], for the detection of earth’s rotation [Anderson94], and for the
most popular recent discovery of gravitational waves [Abbott16]. However,
before an interferometer can be utilized, the two arms have to be precisely
aligned. The alignment process itself is often a very time consuming pro-
cedure. The universality of the weak value inspired an alignment technique
presented in this chapter, which indeed was already utilized in [Danan13]
and further developed in [Farfurnik13, Benshalom17].
To derive the formulas for the alignment technique based on the weak value
concept, first we want to investigate the employed external systems, i.e.,
Gaussian pointers, in the case of strong interactions. The next step is to
consider how the misalignment of an interferometer can be described by
interactions. With these results and the universality property of the weak
value of the projection operator (see chapter 4) finally a formula for the cen-
troid of the interference signal is provided, on which the alignment procedure
is based on. This procedure is presented and demonstrated experimentally
for two different positions of the spatial detector and for two different cou-
pling strengths.
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5.2 Theoretical considerations

First, we want to derive the formula on which the alignment procedure is
based on. For this purpose, we have a closer look on the external systems.
As already mentioned in sec. 4.3.1 the spatial external systems can be
well described by Gaussian distributions, because it is the characteristic
transversal beam profile for a Gaussian beam. Thus, the pointer state in
one spatial degree of freedom can be described as Gaussian wave packet,
which is initially given by eq. (4.29). The uncertainty ∆x for a Gaussian
beam is determined by

4(∆x)2 = w2
0 = zR

λ

π
, (5.1)

with the Rayleigh range zR and the minimal extension of the waist w0. In
our case zR = 4.1 m, as already mentioned in sec. 3.1.1.

5.2.1 Gaussian pointers considered for strong interactions

It can be proven that in the special case of Gaussian pointers equation
(4.26) and (4.27) become exact, and thus hold even in the strong interaction
regime. The complete proof is reprinted with permission in the appendix
B.6, whereas in this section it is only sketched.

For the proof arbitrary pre- and postselected systems are considered,
whose states can be represented by density matrices. The initial state of
system and pointer is assumed to be unentangled, hence can be expressed
by a product state analogous to eq. (2.8). The second assumption is that
the interaction between the pre- and postselected system (PPS) and the
pointer can be described with the von Neumann model, thus with a unitary
evolution. As already described in section 2.1.3, this can be parametrized
as in eq. (2.12), with operator Â acting only on the PPS and B̂ acting only
on the pointer. Moreover, we require for Â that it commutes with all other
evolutions of the system and the environment, which are in a similar form as
in eq. (2.12). With this requirement fulfilled the ordering of the respective
evolutions becomes time-independent. As already explained in section 4.2.1,
this allows us to choose the moment to evaluate the weak value just before
postselection in the Mach-Zehnder interferometer.

The first step in the proof is the calculation of the expectation value of
the postselected pointer state according to eq. (2.17). For this purpose the
postselected pointer state can be determined by taking the partial trace of
the final composite state over the system. Next, we calculate the weak value
of the projection operator in a MZI. The comparison of these results yields
the following conditions with respect to the initial pointer state expressed
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by a density matrix φ0

Re
[
Tr
(
φ0B̂

kĈ
)]

= Tr
(
φ0Ĉ

)
Tr
(
φ0B̂

k
)
, (5.2)

Im
[
Tr
(
φ0B̂

kĈ
)]

= −k
2

Tr
(
φ0B̂

k−1
)
, (5.3)

Tr
(
φ0B̂

k+1
)

= Tr
(
φ0B̂

)
Tr
(
φ0B̂

k
)

+ 2(∆B)2Tr
(
φ0B̂

k−1
)
, (5.4)

with k as the exponential number, and B̂ and Ĉ fulfilling the commutator
relation [Ĉ, B̂] = i.
The second step is to check the conditions (5.2) - (5.4) for Gaussian pointers.
For the investigated scenario in this chapter, we consider the Gaussian state
|Φj〉 in spatial representation, thus Ĉ = x̂ and B̂ = p̂ and vice versa for
the case of a momentum shift. Considering the initial state |Φj〉 as pure
state, the first two conditions can be checked by calculating the twofold
expectation value 〈Φj |p̂kx̂|Φj〉. By using eq. (2.22), for a Gaussian state
the twofold expectation value can be rewritten by

〈p̂kx̂〉 = − i

2(∆p)2

(
〈p̂k+1〉 − 〈p̂〉〈p̂k〉

)
+ 〈x̂〉〈p̂k〉, (5.5)

which is derived in the appendix (B.7). From this result the validity of the
first condition (5.2) is obvious. By inserting eq. (5.5) into the second condi-
tion (5.3) it modifies to the third condition (5.4). The validity of the third
condition for the Gaussian state can be proven by calculating the expec-
tation value 〈p̂k+1〉 using the recursive relation of momentum expectation
values for Gaussian states, which for 〈p̂〉 = 0 is

〈p̂k+1〉 = k(∆p)2〈p̂k−1〉. (5.6)

By these calculations it has been proven, that Gaussian states satisfy the
required conditions and therefore the shift of the expectation value is re-
lated linearly to the weak value of the projection operator even for strong
interactions.

5.2.2 Misalignment as interaction

In the previous chapter the universality property of the weak value of the
projection operator was already considered for a position shift in x and a
momentum kick in y. A combination of both types of effects in every spatial
degree of freedom exactly describes the scenario of a misaligned interfero-
metric setup. Thus, the misalignment can be described by a weighted sum
of the interactions generated by x̂ and p̂. By considering arm B again as
reference, the interaction can be parametrized as occurring only in arm A.
Hence, the shifted pointer state can be described by

|Φ′〉 = e−i(Γpx x̂+Γxp̂)|Φ〉, (5.7)
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where Γx and Γpx denote the corresponding interaction strengths respec-
tively. By considering the spatial Gaussian function of eq. (4.29) for x0 = 0
this becomes

Φ′(x) = 〈x|Φ′〉 = 〈x|e−i(Γpx x̂+Γxp̂)|Φ〉 (5.8)

=

(
1

2π(∆x)2

) 1
4

e
− (x−Γx)2

4(∆x)2 e−iΓpxx. (5.9)

The shift in the expectation value in only one arm can be determined to

D(x) = 〈Φ′|x̂|Φ′〉 = Γx = δx, (5.10)

D(p) = 〈Φ′|p̂|Φ′〉 = −Γpx = −δpx. (5.11)

Next, we want to calculate the shift after the postselection. The pointer
state after postselection in output port C, i.e., |ΦF 〉 is a superposition of
the states |Φ′〉 and |Φ〉 from arms A and B respectively. It can be written
as

|ΦF 〉 = N
(
|Φ′〉+ tanαeiϕ|Φ〉

)
(5.12)

with tanα quantifying the relative weight, ϕ the relative phase and

N−2 = 1 + tan2 α+ 2 tanαη cosϕ (5.13)

as the normalization factor. The expectation value of an operator Ô is

DF (O) = 〈ΦF |Ô|ΦF 〉 (5.14)

= N 2
[
〈Φ′|Ô|Φ′〉+ tan2 α〈Φ|Ô|Φ〉

+ 2 tanαRe
[
eiϕ〈Φ′|Ô|Φ〉

] ]
. (5.15)

The matrix elements of the formula (5.15) can be evaluated by using the
formulas of the initial (4.29) and shifted (5.9) Gaussian state

〈Φ′|x̂|Φ〉 =
η

2

(
δx+ 2i(∆x)2δpx

)
, (5.16)

〈Φ′|p̂x|Φ〉 =
η

2

(
−δpx + 2i(∆px)2δx

)
. (5.17)

Inserting these results into eq. (5.9) yields

DF (x) = N 2
(
δx (1 + tanαη cosϕ)

− 2δpx(∆x)2 tanα sinϕ
)
, (5.18)

DF (px) = N 2
(
− δpx (1 + tanαη cosϕ)

− 2δx(∆px)2 tanα sinϕ
)
. (5.19)
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By using the modified weak value (4.14) the eq. (5.15) can be rewritten and
we obtain the already presented formulas (4.37) and (4.38). In this proof
only a single pointer coupling to the pre- and postselected system has been
considered. However, by including all other degrees of freedom in the state
|Φ〉 the proof immediately generalizes to the case of multiple pointers.

5.2.3 Derivation of the fit function

For the alignment procedure the position of the centroid of the interference
pattern has to be fitted. The fit function can be derived by considering at
first the position of the beam at the detector. With the paraxial approxi-
mation it can be expressed by

rx ≈ DF (x) + z
DF (p)

|~p|
, (5.20)

where DF denotes the expectation value after postselection and z denotes
the position of the detector along the propagation direction of the beam
with respect to the position of the waist z0 (which we defined to be the
zero position). Remember that we set ~ = 1, thus |~p| can be calculated by
|~p| = 2π/λ with λ as the wavelength of the photons. In the previous section
we derived the shifts DF (x) and DF (p) in the expectation value for a PPS
in an interferometer (and obtained eq. (4.37) and (4.38)). Inserting them
into eq. (5.20) yields

rx ≈ δxRe [(PA)w]− 2δpx(∆x)2 Im [(PA)w]

+
z

|~p|
(
δpx Re [(PA)w] + 2δx(∆px)2 Im [(PA)w]

)
. (5.21)

By using the uncertainty relation of a Gaussian wave packet (5.1) and the
paraxial approximation for the momentum eq. (4.45) the final fit formula
can be obtained

rx = δx

(
Re [(PA)w] +

z

zR
Im [(PA)w]

)
+ zRδθx

(
z

zR
Re [(PA)w]− Im [(PA)w]

)
. (5.22)

The complete calculation is shown in the appendix B.8. Analogously to eq.
(5.22) the misalignment in y can be determined.

5.3 Experimental demonstration

5.3.1 Alignment procedure

The alignment technique is based on the previous theoretical insights, namely
the concept to consider misalignments as an interaction causing changes on
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all degrees of freedom of the beam, the special properties of Gaussian pointer
even in the strong interaction regime, and the strong phase dependence of
the weak value and the interference signal. These insights can be exploited
by employing the following procedure:

1) Record (at least) a 2π phase scan of the centroid of the interference
pattern by means of a position resolving detector.

2) Perform a least square fit of the phase dependent position separately
in the different spatial degrees of freedom x and y using eq. (5.22) to
obtain the misalignment parameters δx, δθx, δy, and δθy.

3) Realign according to the provided misalignment parameters.

4) Optional: Measure the new misalignment parameters and, if necessary,
repeat step 2 and 3.

The implementation of this procedure has been done with the setup pre-
sented in chapter 3 (without considering the polarization analysis), in which
also the working principle of the setup has been explained. Still, some of
the experimental parts are mentioned again to emphasize their relation to
the various alignment steps.

In fig. 5.1 two different runs of the alignment procedure with position
sensing detectors (PSDs) located at different positions along the propagation
direction are depicted. The left column corresponds to a run evaluated with
PSD1 (at z = −0.24 m) and is denoted by I, the right column corresponds
to a different run evaluated with PSD2 (at z = 5.27m) and is denoted by II.
Moreover, the two runs were taken for two different interaction strengths,
as it can be seen from the effective shift shown in table 5.1 for Ia and IIa.
Every row in fig. 5.1 represents another measurement step, as described in
the following.

The first step is realized by means of the piezo driven prism and the
PSDs. The periodical movement of the prism changes the phase ϕ between
the two arms and thus the preselected state, resulting in a variation of the
centroid (according to eq. (5.22)). Note that the phase scan has to be at least
one period long that the fitting procedure works. In principle it is possible
to scan over several periods to average technical fluctuations out. However,
to prove the efficiency of the method for the presented runs, the centroid
of the interference signal was recorded over a 2π scan on the PSD, which is
depicted as in the first row of fig. 5.1 as black crosses. They can be compared
to the single arm measurements, which are taken for comparison but not
used for the alignment. Arm B (blue crosses) as reference measurement is
located at the origin, whereas the position of arm A (red crosses) illustrates
the measured misalignment without interference. The measurements of the
single arms were taken during 15 seconds to analyze the single arm jittering.
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Table 5.1: Obtained misalignment parameters before realigning (run Ia and
IIa) and after realigning (Ib and IIb). Run I correspond to the alignment
procedure with PSD1 and run II to that with PSD2.

run δx [µm] δθx [µrad] δy [µm] δθy [µrad]

Ia 49± 2 0.2± 0.4 7± 2 12.7± 0.4
Ib −1± 2 −0.6± 0.4 2± 2 0.2± 0.4

IIa 74± 5 0.5± 0.8 −5± 5 10.8± 0.8
IIb 1± 5 1.4± 0.8 1± 5 0.9± 0.8

The second step consists mainly of the postprocessing of the recorded
data, namely to correlate the measured data with the corresponding phase
and the fitting procedure itself. The determination of the phase is done as
described in the appendix A.2.1. This step of the alignment technique is
depicted in the second row of fig. 5.1, in which the crosses correspond to the
measured position depending on the phase and the solid lines correspond to
the fit curves given by (5.22). Indeed, for improving the fitting procedure
the freedom of the fit has been constrained by the additional measurements
of arm A and B alone. These additional measurements provided the param-
eters tanα, and, by the evaluation of the visibility, also the overlap η (see
eq. (4.48)). For run I and II the same tanα = 0.774 ± 0.002 has been set.
The initial overlap has been determined to 0.9938 ± 0.0003 for run Ia and
to 0.9905 ± 0.0003 for run IIa from the initial visibilities (96.14± 0.02)%
and (95.93± 0.02)%. By inserting these values into formula (5.22) the least
square fit yielded the misalignment parameters shown in table 5.1. Note
that for the determination of the misalignment the two positions of the light
from A and from B are not sufficient whereas the phase dependence of the
centroid suffices to determine them only using a single PSD. This is shown
in sec. 5.2.3 and demonstrated experimentally in run I and II.

The misalignment can be corrected as described in sec. 3.2.2, i.e., by
means of the two tilting angles of the second beam splitter (BS2) and by
tilting and shifting the prism in arm A. The results of the alignment is
shown in table 5.1 as Ib and IIb, the corresponding trajectories are depicted
in the third row of fig. 5.1. After the realignment the visibility increased
to (96.44± 0.02)% for Ib and (96.35± 0.02)% in IIb with the respective
overlaps 0.9961± 0.0003 and 0.9955± 0.0003.

The last step of the alignment procedure is optional and only necessary,
if the beams cannot be aligned with suitable precision. For a perfect align-
ment the elliptical trajectory of the interference signal reduces to a point.
However, the inserted zoom of the third row shows a residual ellipse, due to
still imperfect alignment.
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Figure 5.1: Alignment procedure: The different columns represent two
runs for different misalignments with the PSD located at different positions.
The various rows correspond to the various alignment steps, described in sec.
5.3.1. The first and the third row show the trajectories of the interference
pattern before and after the alignment. The second row depicts the least
square fit according to eq. (5.22), which yields the misalignment parameter.
Adapted from [Dziewior18].
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5.3.2 Discussion

First, we want to discuss the results of the previous section. With the pre-
sented procedure it was possible to align to the order of the fluctuations.
However, the presence of a clear elliptic trajectory in the insets in Ib and
IIb of fig. 5.1, suggests that the beams are not perfectly aligned. This has
two reasons. The first is that the beams are indeed not perfectly aligned. In
our case this is not due to false misalignment parameters but rather because
the accuracy of the manual correction was limited. Especially, the setting
of the desired angles (as described in section 3.2.2) is problematic. For all
corrections the beam in arm B is blocked and the position of arm A has been
observed with one of the PSDs. The applied angle has a direct relation to
the effective position shift on a detector, which depends only on its distance
to the optical component. Thus, to apply a certain angle, one has to shift
the spot on the detector by a certain distance. However, this live monitoring
has the disadvantage that the beam fluctuates on a time scale of seconds
during the alignment process, hence the introduced shift is dependent on the
fluctuation in this moment. For example, this problem could be overcome
by motorizing the screws. As a consequence only the certainty of calibra-
tion and the precision of the motorized screw itself limit the accuracy of the
applied shift. Furthermore, such screws could lead to a fully automatized
alignment procedure, which was demonstrated in [Benshalom17]. However,
also the screws cannot provide a solution for thermal fluctuations. These
only can be minimized by shielding the setup.
The second reason for the comparatively large size of the residual ellipse in
the insets of Ib and IIb is the increase in the weak value amplification. As eq.
(4.14) shows, the weak value depends on the overlap η. The better the two
beams are aligned, the higher is η. Hence, the modification values, i.e.,the
weak value, can reach a higher maximum. Therefore, even negligible discrep-
ancies between both beams can cause a large effect in the interference signal.

In sec. 5.3.1 we demonstrated that the alignment procedure works within
one 2π phase scan and with a single detector. These features make this
technique efficient. In principle, every interferometer can implement this
alignment procedure. The only requirements are the possibility to shift the
phase between the two arms in a controlled way and the possibility to place
a position resolving detector somewhere behind one of the output ports. De-
spite the efficiency and the possibility of easy implementation, it is of course
difficult to provide a definite argument for the superiority of a particular
experimental procedure, since a lot of practical factors have to be consid-
ered. Still it can be argued that the presented can beat other alignment
procedures with respect to several key points.
The most obvious reasons are the standard arguments regarding the weak
value amplification, namely that some types of technical noise can be over-
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come. Since the method utilizes the interference pattern of the two beams
it is sensitive only to those components of the spatial modes which are co-
herent. Thus, in typical cases it will optimize alignment with respect to
achievable interferometric visibility. For example in the presence of asym-
metric secondary reflections in one of the beams this would not be achieved
by a procedure which considers only the centroids of the single beams. A
further supporting argument is that the fit routine can also be used the
other way round, namely to determine the parameters of the beam, for ex-
ample zR etc., for a given misalignment. These parameters are sometimes
not easily accessible in an experiment with sufficient precision.
The parametrization of the scenario as a PPS with the corresponding weak
value is of course not the only possible way to derive the alignment proce-
dure. Indeed, the misalignment parameters can also be obtained by con-
sidering the problem with classical wave optics in the same manner. The
universality property of the weak value inspired the presented alignment
technique.

5.4 Conclusion

In this chapter an efficient alignment method for interferometric setups was
presented. The investigation of the used external systems, i.e., Gaussian
pointers, was an important aspect for the derivation of this technique. In
particular, it has been proven that Gaussian pointers are very special in the
sense that the derived approximated expressions for the shift of the expec-
tation value in a postselected system (eq. (4.26) and (4.27)) become exact
[Dziewior18]. This fact allowed us to give an exact expression for a shift
of the position and the momentum and to relate it to a possible misalign-
ment of the interferometer defining the pre- and postselected ensemble. By
considering the universality property of the weak value of the projection
operator, namely that the shifts generated by x̂ and p̂ are modified in the
same way, a phase dependent fit function for the misalignment parameters
was provided [Dziewior18]. This leads to the alignment procedure, which in
principle only needs one 2π phase scan and a single position resolving de-
tector. It was demonstrated for two different positions of the detectors and
for two different coupling strengths that the interferometer could be aligned
in only one run. Although the superiority of the method was not shown
in this thesis, the discussed features are interesting in the light of further
applications.



Chapter 6

Summary and outlook

The weak value concept describes the effects due to a weak measurement of
an observable in a pre- and postselected system. In the measurement pro-
cess the system of interest and the measurement system, whose quantum
state is denoted by the pointer state, interact with each other. The aim of
this thesis was to examine the modification of the pointer states in terms
of the weak value, when several interactions are introduced in one arm of a
Mach-Zehnder interferometer.
For the calculation of the weak value of the projection operator onto the
arm in which the interactions are localized, for the first time also the coher-
ence loss of the system of interest taken into account. The coherence loss
could be caused by imperfections of optical components and interactions of
finite strength, which resulted in an entanglement between the system of
interest and the various pointer systems. This approach led to a modified
weak value formula, which differs from the naively calculated formula by
considering the overlap η of the pointer state before and after the interac-
tions. The validity of the formula has been demonstrated experimentally for
several fixed η at the fixed phase of maximum amplification by varying the
intensity ratio of the two arms. The measured data were in good agreement
with the theoretical predictions and therefore confirmed the modified weak
value formula.
For the evaluation of the effect on the various pointer systems caused by
different, sequential interactions a new description was introduced. An ad-
ditional component that is orthogonal with respect to the initial pointer state
appeared due to the interaction, which manifested itself as a shift in the ex-
pectation value of an observable. Using this concept led to the insight that
any effect of the interactions is modified in the same universal manner, i.e.,
by the weak value. This is the most important result of this thesis (see also
[Dziewior18]). The universality property was not only shown theoretically
but also demonstrated experimentally by applying three different couplings
causing shifts in position, momentum, and polarization to the photon in the
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interferometer. Again, the experimental data were in good accordance with
our theoretical predictions and thus confirmed the universality property of
the weak value.
Furthermore, in this thesis a practical application was inspired by the uni-
versal modification due to the weak value, namely the alignment of an inter-
ferometer. In this context it was proven that in the special case of Gaussian
states of the pointer the formulas for the shift in the expectation value caused
by an interaction with a pre- and postselected system become exact,which
is not the case in general. By considering the misalignment of the interfer-
ometer as an interaction causing displacement and directional change of the
beam a fit formula for the phase dependent centroid position of the inter-
ference signal has been derived. Based on this fit an alignment procedure
for interferometers has been found, which is efficient and easy to implement.
The procedure was demonstrated for different coupling strengths and for
different locations of the position resolving detector.

These results represent a new insight in the properties of weak values. A
further step could be to prove the universality of the weak value not only for
the projection operator but for any operator. Furthermore, the description
of the effect of interactions on the pointer, namely taking into account the
orthogonal component with respect to the initial pointer state, yields argu-
ments for the discussions about the trace of a photon (c.f. [Dziewior18]).
Aside from that, the controversially discussed concept of the weak value
yields a further practical application, namely the alignment of an interfer-
ometer. Some of the advantages of the presented alignment technique were
discussed, but it is up to future work to investigate under which circum-
stances it can be superior to other methods.
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Appendix A

Setup

A.1 Optical components

The employed optical components are explained here in more detail. For a
more complete description, we refer to [Hecht87, Saleh91].

A.1.1 Polarizers

A linear polarizer is an optical device to control the polarization of the pass-
ing light. Only the part of the electromagnetic field, which is parallel to the
transmission axis, is transmitted. The orthogonal component is blocked,
which can be realized in different ways. In the setup of this thesis the block-
ade is done with polarizers consisting of dichroic materials, which selectively
absorb the light depending on the direction incident electric field [Saleh91].

A.1.2 Waveplates

Waveplates or retarder plates are optical transparent devices which can ma-
nipulate the polarization of light traveling through it. Due to their birefrin-
gence the light has different propagation velocities in the ordinary (polarized
perpendicular to optical axis) and extraordinary (polarized parallel to opti-
cal axis of the components) axes. The phase difference of beams traveling
through the different axes is given by [Saleh91]

∆ϕ =
2π

λ
(nslow − nfast) · d, (A.1)

where λ is the wavelength of the incident light, d is the thickness of the
waveplate and nslow and nfast corresponds to the refraction index of the slow
and fast axis, respectively.
The most common types of waveplates are the Quarter-Wave Plate (QWP
or λ/4 plate) and the Half-Wave Plate (HWP or λ/2 plate), where the
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denomination is due to the characteristic retardation. The HWP rotates
the polarization vector according to the transformation [Barnett09]

THWP(θ) =

(
cos (2θ) sin (2θ)
sin (2θ) − cos (2θ)

)
(A.2)

expressed in {|H〉, |V 〉}, where the angle θ is defined as angle between |V 〉-
polarization and the optical axis of the birefringent crystal. Thus, for linear
polarized light this is just a rotation to another linear polarization. A QWP
can change linear to circular polarization with the transformation matrix
expressed in {|H〉, |V 〉} [Barnett09]

TQWP(θ) =

(
cos2 (θ)− i sin2 (θ) (1− i) sin (θ) cos (θ)

(1 + i) sin (θ) cos (θ) −i cos2 (θ) + sin2 (θ)

)
. (A.3)

By choosing the plates and their angles carefully any polarization can be
transformed into any desired polarization state, which is of interest for the
polarization analysis described in sec. 3.1.5.

A.1.3 Yttrium-vanadate crystals

The Yttrium-vanadate crystal (YVO4 or later just YVO) is, just like wave-
plates, a birefringent optical device for manipulation of the polarization. Its
transformation matrix is given by

TYVO(φ) = e−
φ
2

(
1 0
0 eiφ

)
, (A.4)

with the effective phase φ, which depends on the angle by which the YVO is
tilted around its optical axis. It can be seen from eq. (A.4) that the rotation
causes a phase shift between horizontal and vertical polarization.

A.1.4 Beam splitter

A beam splitter (BS ) is an optical device, which can split incident light in
two or more beams in a balanced or unbalanced way. In this thesis ideally
balanced BS with two output ports were used, so descriptions of the other
cases are omitted. A scheme for a BS is depicted in fig. A.1 with A, B as

Figure A.1: Scheme of beam splitter: An incident beam in arm A(B) is
transmitted in C(D) and reflected in D(C).
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the input ports and C, D as the output ports. An incident photon in arm
A can be either transmitted in C or reflected in D, where the output port
is chosen randomly. With analogous behavior for the incident beam in arm
B these operation can be modeled as

|A〉 → 1√
2

(|C〉+ |D〉) (A.5)

|B〉 → 1√
2

(|C〉 − |D〉) . (A.6)

With these equations the output port can be described by

|C〉 → 1√
2

(|A〉+ |B〉) . (A.7)

A special case for BS are the Polarizing Beam Splitters (PBS ), which trans-
mit horizontal polarized light and reflect vertical polarized light.

A.1.5 Fabry-Pérot cavity

A Fabry-Pérot cavity is a linear optical interferometer consisting of two
parallel, highly reflecting mirrors. For a resonator with planar mirrors the
modes extend up to the edges of the mirrors, which causes diffraction losses.
Because light is only transmitted for special equidistant frequencies, it is
often used as spectrum analyzer. It is furthermore possible to tune the cavity
length and thus change the resonance frequencies. If the tuning is done
periodically, e.g. with a piezo actuator in a triangular temporal shape, the
transmitted power can be monitored by a photodetector and an oscilloscope,
which can display the optical spectrum of the incident light given that the
spectral width is smaller than the free spectral range [Saleh91, Vaughan89].

A.2 Methods

A.2.1 Phase correction

A very important parameter for the evaluations in this thesis is the phase
ϕ between the two arms of the interferometer. As already described in sec.
3.1.3 the phase is varied by a continuously piezo driven prism in arm B,
and thus also the intensity of the interference signal over time as depicted
in fig. A.2 a), which is proportional to the sum voltage of a PSD. Due to a
non-linearity of the piezo the maxima/minima are not equidistant in time
to the next maximum/minimum, which can be seen in fig. A.2 b). Thus,
would be not possible to fit a sine function to the full temporal interference
signal, from which the phase could be easily determined. To each point in
time the correct phase is assigned by considering each flank of the intensity
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Figure A.2: Phase correction: a) The violet dots show a recorded in-
terference signal over time. Because of a non-linearity of the piezo the
maxima/minima are not temporal equidistant to each other, which can be
seen in b). The phase can be determined by considering for each slope the
relative distance of the data point to the neighboring extrema according to
a arcsin-function. Hence, the signal is cut as indicated by the gray areas.

between two extrema separately. The phase is calculated from the relative
distance between neighboring extrema according to a arcsin-function. Due
to this procedure, the data is only taken from the first extremum to the last
extremum as it is indicated by the gray areas in fig. A.2 a). The phase
corrected interference signal is shown in fig. A.3.
Not all data sets taken at the same time show a sinusoidal behavior, but
all share the same time stamps. Hence, to assign a certain phase to them,
the time stamps are substituted by the corresponding phase, obtained by
evaluating the interference signal according to the above method.
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Figure A.3: Phase corrected signal: After the phase correction the in-
terference signal is a perfect sinusoidal function dependent on the phase
ϕ.
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A.2.2 Estimation of position error
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Figure A.4: Error estimation of the position:. The red curve shows
the systematical error estimation function and the blue curve depicts the
statistical error estimation function. It can be seen that the systematic error
is the main factor in the constituted error. The smaller the sum voltage Vsum

(e.g. in the case of destructive interference) the larger the impact of both
error sources.

In this work the position of the beam is read out by position sensing
detectors (PSDs) according to formula (3.1). To estimate the error a fur-
ther measurement was performed for investigation of the behavior of the
measured beam position on the PSD dependent on the sum voltage Vsum.
For this purpose the laser power was attenuated in a controlled way and
the position on the PSD was recorded for every set power several times. It
could be observed that for smaller Vsum the read out position was shifted
to the corners of the detector area. From the measured data error func-
tions were obtained for the systematic and the statistical error, which are
depicted in fig. A.4. In our measurements the sum voltage varied in the
range about 0.5 V . Vsum . 4.3 V. It can bee seen from fig. A.4 that the
systematic error is almost an order of magnitude bigger than the statistical
error and therefore the main error source. Furthermore, from this plot it can
be concluded that the interference signal for beams of almost equal intensity
experience a bigger error than beams, which differ in their intensities since
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almost perfect destructive IF occurs. This fact can be exploited to minimize
systematic errors by choosing properly the intensity ratio of the two arms.



Appendix B

Mathematical calculations

B.1 Derivation of mixed state of the system

Let |Φ〉, |Φ⊥〉, (ψj)j∈J be an orthonormal basis for the underlying Hilbert
space, where J is some index set. Then

TrΦ (|Λ〉〈Λ|) = 〈Φ|
[
cosα|A〉η(|Φ〉+ ε|Φ⊥〉) + sinα eiϕ|B〉|Φ〉

]
·
[
(〈Φ|+ ε|Φ⊥〉)η〈A| cosα+ 〈Φ|〈B| sinα e−iϕ

]
|Φ〉 (B.1)

+ 〈Φ⊥|Λ〉〈Λ|Φ⊥〉+
∑
j∈J
〈ψj |Λ〉〈Λ|ψj〉

= cos2 α η2(1 + ε2)|A〉〈A|+ cosα sinα e−iϕ|A〉〈B|
+ cosα sinα eiϕ|B〉〈A|+ sin2 α|B〉〈B|+ 0, (B.2)

where the sum over J vanishes due to orthogonality of the basis vectors. By
the definition of η we obtain η2(1 + ε2) = 1, hence the above expression can
be rewritten as matrix acting on the two-dimensional vector space spanned
by |A〉 and B〉 via

ρI = TrΦ (|Λ〉〈Λ|) =

(
cos2 α cosα sinα e−iϕη

cosα sinα eiϕη sin2 α

)
. (B.3)
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B.2 Derivation of the state of postselected exter-
nal systems (omitting normalization)

〈ΨI |Λ〉 =

(
1√
2

(〈A|+ 〈B|)
)
·
(
cosα|A〉|Φ′〉+ sinα eiϕ|B〉|Φ〉

)
(B.4)

=
1√
2

(
cosα|Φ′〉+ sinα eiϕ|Φ〉

)
(B.5)

=
1√
2

(
cosα

(
η
(
|Φ〉+ ε|Φ⊥〉

))
+ sinα eiϕ|Φ〉

)
(B.6)

=
1√
2

[
|Φ〉+

cosα ηε

cosα η + sinα eiϕ
|Φ⊥〉

]
(B.7)

=
1√
2

[
|Φ〉+

ηε

η + tanα eiϕ
|Φ⊥〉

]
(B.8)

with the assumption that
(
cosα η + sinα eiϕ

)
6= 0 from eq. (B.6) to (B.7).

B.3 Derivation of the shifts of expectation values

The shift in the expectation value for an operator Ô is derived with the
ansatz of eq. (4.1).

D(O) ≡ 〈Φ′|Ô|Φ′〉 − 〈Φ|Ô|Φ〉 (B.9)

= η2
(
〈Φ|Ô|Φ〉+ ε〈Φ|Ô|Φ⊥〉+ ε〈Φ⊥|Ô|Φ〉+ ε2〈Φ⊥|Ô|Φ⊥〉

)
− 〈Φ|Ô|Φ〉

(B.10)

= ...

With the Taylor expansion η2 = 1− ε2 +O(ε4) for ε� 1 we get

... = 〈Φ|Ô|Φ〉+ 2εRe
[
〈Φ|Ô|Φ⊥〉

]
+O(ε2)− 〈Φ|Ô|Φ〉 (B.11)

= 2εRe
[
〈Φ|Ô|Φ⊥〉

]
+O(ε2). (B.12)

B.4 Derivation of |Φ′j〉

We want to derive formula (4.1) for a single external system j. For that
purpose we consider explicitly the weak interaction (Γj � 1) generated by
the indicator B̂ on the single the pointer system |Φj〉

|Φ′j〉 = e−iΓB̂|Φj〉 (B.13)

≈ (1− iΓB̂)|Φj〉. (B.14)
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The orthogonal component of eq. (4.1) can be calculated by using the Gram-
Schmidt process

|Φ⊥j 〉 = N
(
|Φ′j〉 − 〈Φj |Φ′j〉|Φj〉

)
(B.15)

≈ N iΓ
(
〈B̂〉0 − B̂

)
|Φj〉 (B.16)

with 〈B̂〉0 denoting the initial expectation value of the observable and with
N denoting the normalization factor, which is given by

N−1 = Γ∆B. (B.17)

Considering a general global phase we obtain for |Φ⊥j 〉

|Φ⊥j 〉 ≡ eiβ
B̂− 〈B̂〉0

∆B
. (B.18)

This equation can be used by a simple rearrangement to evaluate B̂|Φj〉 in
eq. (B.14), which then yields

|Φ′j〉 ≈ |Φj〉 − iΓ
(
〈B̂〉0|Φj〉e−iβ∆B|Φ⊥j 〉

)
(B.19)

=
(

1− iΓ〈B̂〉0
)
|Φj〉 − iΓe−iβ∆B|Φ⊥j 〉 (B.20)

≈ |Φj〉 − iΓe−iβ∆|Φ⊥j 〉 (B.21)

= |Φj〉 − εj |Φ⊥j 〉 (B.22)

with the assumption that 〈B̂〉0 ≈ 0 and the definition εj ≡ −iΓe−iβ∆B. By
choosing the phase β properly we obtain a real εj > 0.

B.5 Derivation of expectation values of comple-
mentary observables

In this section the expectation values for complementary observables (eq.
(4.26) and (4.27)) are derived for a single external system with the results
of the previous section B.4. The pointer shift is calculated according to the
definition (4.24) with the postselected density matrix of a single external
systems given by (4.21). For the calculation of the shift in the expectation
value the following expressions have to be evaluated, for which we require
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that 〈[B̂, Ĉ]〉0 = i, 〈{B̂, Ĉ}〉0 = 0 and 〈Ĉ〉0〈B̂〉0 = 0

e−iβ〈Φj |B̂|Φ⊥j 〉 = ∆B (B.23)

e−iβ〈Φj |Ĉ|Φ⊥j 〉 =
〈ĈB̂〉0

∆B
− 〈Ĉ〉0〈B̂〉0

∆B
(B.24)

=
1

∆B

(
〈[B̂, Ĉ]〉0

2
+
〈{B̂, Ĉ}〉0

2

)
− 〈Ĉ〉0〈B̂〉0

∆B
(B.25)

=
i

2∆B
. (B.26)

Furthermore the expectation values of the interacted pointer state have to
be determined

〈Φ′j |B̂|Φ′j〉 = 〈B̂〉0 (B.27)

〈Φ′j |Ĉ|Φ′j〉 = 〈Ĉ〉0 + Γ. (B.28)

With these results the expectation value of the pre- and postselected system
for the observables Ĉ and B̂ can be calculated

Tr(B̂ρj) ≈ 〈Φj |B̂|Φj〉+ 2 Re
[
−iΓ∆B(PA)we

−iβ〈Φj |B̂|Φ⊥j 〉
]

(B.29)

= 〈B̂〉0 + 2Γ(∆B)2 Re [−i(PA)w] (B.30)

= 〈B̂〉0 + 2Γ(∆B)2 Im [(PA)w] (B.31)

Tr(Ĉρj) ≈ 〈Φj |Ĉ|Φj〉+ 2 Re
[
−iΓ∆B(PA)we

−iβ〈Φj |Ĉ|Φ⊥j 〉
]

(B.32)

= 〈Ĉ〉0 + Γ Re [(PA)w] . (B.33)

Finally we obtain for the shifts in the expectation values (according to (4.24))

DF (B̂) ≈ 2Γ(∆B)2 Im [(PA)w] (B.34)

DF (Ĉ) ≈ Γ Re [(PA)w] . (B.35)

B.6 Analysis of validity of expectation value ex-
pressions for strong interactions

This proof is due to Jan Dziewior, who is one of the authors of [Dziewior18].

In this section the conditions are analyzed under which the standard
expressions for the shifts of the expectation values (4.37) and (4.38) seize to
be approximations and obtain validity for interactions of arbitrary strength.
This analysis considers the general case of arbitrary pre- and postselected
systems and derives general conditions for pointer states under which the
expressions are exact. For clarity all tensor products are explicitly denoted
by the symbol ⊗.
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The relevant state space can be divided into two parts, the space of the
analyzed pointer HP , and the space of the pre- and postselected system HS .
We consider an arbitrary forward evolving state ρ0 and a general postse-
lection parametrized by the quantum operation M̂ = Ê†Ê acting on HS .
Prior to the interaction the pointer is in the state γ0. Note, that since we
allow partial pre- and postselection, HS can be arbitrary large and contain
any portion of the environment as well. This scenario is most general and
contains all special cases usually discussed in the context of weak values.

The presented theorem is valid under three conditions. (1) Initially the
relevant pointer is not entangled with the other systems, such that the initial
composite state χ0 can be expressed as

χ0 = ρ0 ⊗ γ0. (B.36)

This means that the pointer is a suitable measurement device in the standard
framework of quantum measurement. (2) The pointer system interacts with
systems in the considered Hilbert space HS only. This interaction is an
unitary evolution ÛI can be parametrized as

ÛI = e−igÂ⊗K̂, (B.37)

where the operator Â acts on HS and K̂ acts on HP . The parameter g ≥ 0
represents the effective strength of the interaction. (3) During the time
interval where the pointer system interacts with the pre- and postselected
system, all other evolutions of the latter commute with this interaction at
each point in time. This implies that the final state is independent of the
specific time ordering of the two types of evolution and consequently, the
remaining evolution of the system can be expressed by a single effective
operator ÛS , which commutes with ÛI . The total evolution of system and
pointer UT can be expressed by a product of the two types of evolution as

ÛT = ÛIÛS = ÛSÛI . (B.38)

Since both ÛS and ÛI commute with Â, the weak value of Â is constant
over the whole interval of this interaction and can be calculated at any point
in time therein. Thus, if condition (3) is satisfied we can calculate the weak
value without the loss of generality at any time during the interaction.

Under the presented conditions the composite state of all systems after
postselection χF can be written as

χF = N ÊÛIÛSχ0Û
†
SÛ†IÊ

†, (B.39)

with the normalization factor

N−1 = Tr
(
ÊÛIÛSχ0Û

†
SÛ†IÊ

†
)
. (B.40)
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The idea of this analysis is to compare the final pointer state γF = TrS (χF )
with the weak value calculated for this pre- and postselected system with
respect to the operator Â. This comparison then implies conditions under
which the weak value correctly describes the amplification of the shift of the
expectation values.

B.6.1 Expectation Values of Final Pointer State

We start by considering the expectation value of an arbitrary observable O
for the final state of the pointer γF . Expanding the interaction ÛI in orders
of g this expectation value can be written as

Tr
(
γF Ô

)
= Tr

(
χF Ô

)
(B.41)

= NTr
(
ÊÛIÛSχ0Û

†
SÛ†IÊ

†Ô
)

(B.42)

= N
∑
n,m

(−1)nim+n

m!n!
gm+nTr (KnOKmγ0)

Tr
(
EAmUSχ0U

†
SAnE†

)
(B.43)

= N
∑
n,m

(−1)nim+n

m!n!
gm+nAmnTr

(
K̂nÔK̂mγ0

)
, (B.44)

where Amn is complex number with

Amn ≡ Tr
(
ÊÂmÛSχ0Û

†
SÂnÊ†

)
. (B.45)

B.6.2 Calculation of Weak Value

As discussed above we choose without loss of generality to calculate the
weak value at the begin of the interaction The forward evolving state χ1 can
then be written as

χ1 = χ0. (B.46)

The backward evolving operator χ2 is obtained by applying the evolution
operators backwards to the postselection M̂ = Ê†Ê operator as

χ2 = Û†SÛ†IÊÛIÛS . (B.47)
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The weak value of operator Â becomes

Aw =
Tr
(
χ2Âχ1

)
Tr (χ2χ1)

(B.48)

=
Tr
(
Û†SÛ†IÊ

†ÊÛIÛSÂχ0

)
Tr
(
Û†SÛ†IÊ

†ÊÛIÛSχ0

) (B.49)

= NTr
(
ÊÂÛIÛSχ0Û

†
SÛ†IÊ

†
)
. (B.50)

Please note, how from the form of expression (B.49) it becomes immediately
clear that the weak value can be computed at any time between pre- and
postselection as long as assumption (3) is valid and it commutes with all
evolutions.

To express the weak value in the same form as (B.44) we use assumption
(3) and expand it in orders of g to

Aw = N
∑
n,m=0

(−1)nim+n

m!n!
gm+nTr

(
γ0K̂

m+n
)

Tr
(
ÊÂm+1ÛSχ0Û

†
SÂnÊ†

)
(B.51)

= N i

g

∑
n,m=0

(m+ 1)
(−1)nim+n+1

(m+ 1)!n!
gm+n+1Tr

(
γ0K̂

m+n
)

Tr
(
ÊÂm+1ÛSχ0Û

†
SÂnÊ†

)
(B.52)

= N i

g

∑
n,m=0

m
(−1)nim+n

m!n!
gm+nAmnTr

(
γ0K̂

m+n−1,
)

(B.53)

where in the last line the summation over a summand with the factor m = 0
has been added.

This expression can now be inserted in the formulas for the expectation
values with

δX = gRe [Aw] (B.54)

δK = 2g(∆K)2Im [Aw] . (B.55)

B.6.3 Comparison of Expressions

Since it holds that A∗mn = Anm we compare pairs of expression from the
two sums that contain Amn and Anm. Combining the real part expression
(B.54) with the expression for the expecation value of Ô = X̂ (B.44) yields
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the two conditions

Re
[
Tr
(
γ0K̂

pX̂
)]

= Tr
(
γ0X̂

)
Tr
(
γ0K̂

p
)
, (B.56)

Im
[
Tr
(
γ0K̂

pX̂
)]

= −p
2

Tr
(
γ0K̂

p−1
)
, (B.57)

where it has been used that for the complementary observables X and K̂ it
holds that

Tr (γ0K
nXKm) = Tr

(
γ0K

m+nX
)

+ imTr
(
γ0K

m+n−1
)
. (B.58)

From the equality of the expression for the imaginary part (B.55) and the
expectation where O = K we arrive at the single condition

Tr
(
γ0K

p+1
)

= Tr (γ0K) Tr (γ0K
p) + 2(∆K)2Tr

(
γ0K

p−1
)
. (B.59)

The set of equations (B.56), (B.57) and (B.59) represents the necessary
and sufficient conditions that the initial pointer state γ0 has to satisfy with
respect to the operators X and K.

B.7 Expectation values for Gaussian states

The spatial Gaussian state is given by the expression

Φ(x) =

(
1

2πσ2

) 1
4

e−
(x−x0)

4σ2 eip0x, (B.60)

where x0 denotes the initial position, p0 the initial momentum, and σ denotes
the uncertainty. Remember that we consider the calculations for ~ = 1. The
Gaussian state in momentum representation can be derived by a Fourier
transform

Φ̃(p) =

(
2πσ2

π

) 1
4

e−(k−k0)σ2
e−i(p−p0)x0 . (B.61)

The twofold expectation value, which is required in sec. 5.2.1, can be consid-
ered with the Gaussian state and the spatial operator x̂ in the momentum
representation, x̂ = i∂/∂p̂

〈p̂kx̂〉 = 〈p̂ki ∂
∂p̂
〉. (B.62)

The calculation of the derivation yields

∂

∂p̂
Φ̃(p) =

(
−(k − k0)σ2 − ix0

)
Φ̃(p), (B.63)

with σ2 = (∆p)−2/2. By inserting this to the above eq. we obtain the
required expression

〈p̂kx̂〉 = − i

2(∆p)2

(
〈p̂k+1〉 − 〈p̂〉〈p̂k〉

)
+ 〈x̂〉〈p̂k〉. (B.64)



B.8 Derivation of the fit formula 67

B.8 Derivation of the fit formula

For the derivation of the fit formula we start with the paraxial approximation
of eq. (5.20)

rx ≈ DF (x) + z
DF (px)

|~p|

where z denotes the detector position and |~p| the total momentum with
|~p| = 2π/λ (whereby ~ = 1 and λ as the wavelength of the photons). In-
serting the exact formulas for the shift of the expectation values after the
postselection (eq. (4.37) and eq. (4.38)) into the above formula we obtain

rx ≈ δxRe [(PA)w]− 2δpx(∆x)2 Im [(PA)w]

+
z

|~p|

(
δpx Re [(PA)w] +

δx

2(∆x)2
Im [(PA)w]

)
.

Using the uncertainty of a Gaussian beam eq. (5.1)

(∆x)2 =
w2

0

4
= zR

λ

4π

and the paraxial approximation for the momentum eq. (4.45) for the re-
spective degree of freedom

δpx =
2π

λ
δθx,

yields

rx ≈ δxRe [(PA)w]− 2
2π

λ
δθ zR

λ

4π
Im [(PA)w]

+
z
2π
λ

(
2π

λ
δθRe [(PA)w] +

δx

2zR
λ
4π

Im [(PA)w]

)
(B.65)

= δxRe [(PA)w]− zRδθ Im [(PA)w]

+ zδθRe [(PA)w] +
z

zR
δx Im [(PA)w] . (B.66)

By rearranging eq. (B.66) we obtain the final fit function eq. (5.22)

rx ≈ δx
(

Re [(PA)w] +
z

zR
Im [(PA)w]

)
,

+ zRδθx

(
z

zR
Re [(PA)w]− Im [(PA)w]

)
.
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